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Introduction

The general solution to the protein folding problem demands that two very difficult
problems be concomitantly solved [1]. An energy function whose global minimum is
in the native conformation of the protein must be developed [2]. Simultaneously, an
efficient strategy to search through the myriad of local energy minima for the desired
global minimum must be formulated [3]. One way to attack both problems is to
reduce the complexity of the model being considered [4]. Rather than treat the model
at the level of atomic detail. the representation of the protein can be simplified.
Various extents of this simplification have been explored. They range from highly
simplified models that treat the native conformation of proteins as points on 4 small
cube to high coordination lattice models that describe the native conformation of
proteins with high geometric fidelity [5-14]. While highly idealized models have been
useful in providing a number of qualitative insights into some general features of
protein folding [10.15,16]. they cannot be used to fold a real protein. This chapter
focuses on resuits from high coordination lattice models of proteins that have been
developed over the past several years and which are complementary to the simplified
model studies [17-31]. These high coordination models not only provide insights into
the thermodynamics of the protein folding process [25], but in a number of cases can
predict the native conformation of a number of proteins at the level of 2-4 A
root-mean-square deviation (rms) from native [20.21].

The outline of this chapter is as follows. We begin with a discussion of the geometric
model of a protein and the interaction scheme. In particular, we focus on the reasons
why the various contributions to the potential are included and describe what
happens if the individual terms are considered in isolation. We then describe the two
types of Monte Carlo sampling schemes that have been employed. namely classical
Metropolis Monte Carlo (MMC) [32] and the novel entropy sampling Monte Carlo
technique (ESMC) due to Hao and Scheraga [33-35]. Next, results from the folding of
some idealized protein sequences are presented [18.23.25]. These studies enuble an
exploration of the possible origins of the cooperativity of the protein folding process.
We then summarize results on the folding of a number of small globular proteins
[20.36]. as well as some predictions for protein redesign [29.30]. Subsequently.
a novel algorithm for the prediction of the locations where the protein chain reverses
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global direction, i.e. ‘U'-turns and the dominant secondary structure found in the
regions between the U-turns, is described [27]. This is followed by a review of folding
results when a relatively small number of tertiary constraints (which may come from
NMR experiments) are provided to the model [26]. Then, results from the de novo
folding of the GCN4 leucine zipper, which adopts a dimeric coiled coil in solution, are
summarized [21]. Next, an overview of the general formalism designed to predict the
state of association of coiled coils [22,31], and comparison with experimental data on
a variety of sequences, are presented [37,38]. We conclude with a discussion of the
weaknesses of the present generation of lattice models and a perspective on the
outlook for future progress.

Lattice models of proteins

As indicated in Fig. 1, the C* coordinates of the protein backbone are confined to
a set of lattice points which reside on an underlying cubsic lattice, whose lattice spacing
a = 1.22 A [19]. Successive C* atoms are connected by virtual bond vectors a-v. with
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Fig. 1. Schematic representation of the geometry of the protein model. The C* vertices are confined
to high coordination lattice points. The side-chain centers of mass are located off-lattice. Ala, Pro,
and Gly have a single rotamer for a given backbone virtual bond angle, All the other residues have
multiple rotamers.
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contains 90 basis vectors: thus, we refer to it as the 90-neighbor lattice. However, when
the virtual bond angles are restricted to realistic values, the number of possible
continuations of the C* trace, given a pair of preceding C*'s, is about 30. Thus, the
intrinsic conformational entropy of the backbone is comparable to real proteins. The
geometric accuracy of the C* representation is in the range of 0.6-0.7 A rms with
respect to high-resolution PDB structures [39]. This is true regardless of protein size
and orientation of the protein on the lattice. The fact that space is essentially isotropic
and that all structures can be represented at comparable geometric resolution is the
reason why this high coordination lattice is used.

Side chains are represented as a set of pseudoatoms located at the side-chain center
of mass. For all amino acids except Gly. Pro and Ala, there are multiple rotamers.
These rotamers are chosen so that the center of mass of a side chain in real proteins
will be no farther than 1A from another member of the rotamer library. The
side-chain rotamers are not confined to lattice points: however, the C* backbone
defines the reference frame for the rotamer coordinates. In a similar fashion, it is
possible to rapidly and quite accurately reconstruct the peptide backbone and C?
atoms given a set of three virtual backbone bond vectors: the former can be used in an
explicit atom hydrogen bond scheme [28,40]. More generally. many geometric and
energelic quantities can be rapidly accessed from the set of virtual backbone vectors
that define the instantaneous conformation of the chain. Thus, many quantities can be
precalculated in advance. This allows for a two-order-of-magnitude speed-up over the
corresponding model described in a continuous space representation [41]. The
possibility of such a speed-up is absolutely essential to be able to adequately explore
conformational space and is the principal reason why lattice models are used.

Interaction scheme

The key aspect of any successful model for protein folding 1s the nature of the terms
that define the potential. Recently. it has once again become very popular to consider
a very simple interaction set [42.43]: for example, all hydrophobic residues are treated
as having the same interactions. While this simplicity 1s appealing. it belies the fact
that such an approach generates many essentially isoenergetic chain conformations,
many of which are geometrically unlike folded proteins. Typically. such an approach
results in native-like states being in the best several hundred structures as ranked
according to their energy [43]. While this selection may be somewhat better than
random. in practice, there are far too many conformations to be of practical use. If, for
example. one could predict a handful of different topologies. then such topologies
might be differentiated experimentally. However. when there are several hundred
possible answers, it is very unlikely that the correct fold can be fished out from the
myriad of possibilities.

There is another reason why such a simplistic approach will not work. Consider the
recent studies of Harbury et al. [37] on GCN4 leucine zippers and a number of
mutants. They mutated the residues in the core to various combinations of Val, Leu,
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and Ile. Depending on the identity and location in the sequence of the hydrophobic
residues, the equilibrium shifted from dimers to trimers and then to tetramers.
Since for these sequences the residues in the core are always hydrophobic, an
interaction scheme based on just two types of residues, hydrophobic and hydrophilic,
could not possibly predict the state of association. More generally, it is possible
to build structures of different topologies that have the same pair interaction as
assessed by the number of interacting hydrophils and hydrophobes. While complexity
for complexity’s sake is to be avoided, it is precisely to reduce the number of possible
low-energy topologies that more complicated interaction schemes have been developed.

Contributions to the potential

In what follows, we describe the qualitative features of the interaction scheme which
we have developed. The origin of these models goes back to very simple HP-type
models where there are only two kinds of residues, polar and nonpolar
[4.6-8,14,44-50], but additional complexity has been added to reproduce essential
features of the physics which would be absent if such terms were excluded
[18,19,21,23,36]. We wish however to emphasize that the force field is constantly
being improved and modified in order to enable us to fold a broader class of proteins;
it reflects the ongoing process of our increased understanding of interactions in
proteins. Each time the potential changes, we go back and repeat the folding simula-
tions on those proteins already folded so as to ensure that the ‘improvements’ permit
an ever-increasing set of proteins to be folded.

The potential must be designed so as to capture both generic and sequence-specific
features of proteins. The nature of the individual contributions is listed below.

Hydrogen bonds

The most important generic term involves hydrogen bonds. Whether the relative
intraprotein hydrogen bond free energy is less favorable or more favorable than that
of hydrogen bonds to water is not the crux of the effect. What is most salient is that the
presence of unsatisfied hydrogen bonds within a protein is energetically very unfavor-
able. Since hydrogen bonds are both distance- and orientation-dependent, they are an
extremely important structural regularizing term. They serve to greatly restrict the
manifold of accessible compact conformations.

Two versions of hydrogen bonds have been implemented. One is C*-based [19] and
the other uses an explicit backbone amide hydrogen and carbonyl oxygen representa-
tion [28]. Both reproduce about 90% of the hydrogen bonds as assigned by Kabsch
and Sander [51]. The former is very much in the spirit of Levitt and Greer [52].
whereas the latter was introduced to improve the hydrogen bonding in B-structures.
In the absence of other contributions to the potential. at low temperature. they tend to
generate helices punctuated by breaks where the prolines are located [53]. The choice
of helices over P-states is due to entropic reasons.
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Intrinsic secondary preferences

Next, there are amino acid pair-specific contributions that reflect the statistical
preference of individual amino acids to adopt a given type of secondary structure.
Both cooperative and noncooperative versions of this potential have been used.
Basically, similar behavior is observed, but the former version yields a better defined
interface between secondary structural elements [19,21,23,24,29,30,36]. This contribu-
tion to the energy of the folded state is typically about 20-25% of the total. When used
alone, this term produces fragments of secondary structure, with a very diffuse and
continuous conformational transition. When combined with terms that account for
the generic stiffiness of polypeptide backbones, the accuracy of secondary structure
prediction is comparable to more standard methods, i.e., depending on the sequence,
between 50 and 70% of the residues are correctly assigned [24]. Finally, by providing
for a small, but nonnegligible. amount of secondary structure in the denatured
state, these terms assist in the early states of folding and also act to reduce
the configurational entropy of compact states. On average, they determine which type
of secondary structure a protein adopts, but they can be overridden by tertiary
interactions [20].

Burial as a one-body rerm

The next class of terms reflects the individual preference of a given residue to be
buried or exposed. One-body burial terms serve to generate compact structures where
on average the hydrophobic residues are in the interior and the hydrophilic residues
are exposed. But. they generate nonspecific side-chain packing arrangements. and
multiple topologies can have an essentially identical burial energy. In the absence
ol other terms in the interaction scheme, when reasonable coordination number
lattices are used and compact structures at protein-like densities are generated,
contrary to the hypothesis of Dill and co-workers [20]. secondary structure is not
enhanced on compaction [17.53-36]. Many of these random conformations would in
reality have very high energies because these conformations would not be hydrogen
bonded. S

For single-domain globular proteins. a centrosymmetric potential that describes
the tendency for an amino acid side-chain side to be located at a given relative
distance from the center of mass of the protein has been used [19.57]. This formula-
tion offers the advantage that it can accommodate the fact that residues such as
tyrosine prefer to be located near the protein surface. However. it suffers from the
disadvantages that there may be problems if the protein is very asymmetric. it has
trouble differentiating edge from interior strands in B-structures, and it cannot be
applied to multimeric or multidomain proteins. To address these concerns, a potential
based on the number of side-chain contacts has also been introduced [21]. Whenever
the environment of a residue exceeds the contact threshold. it is counted as buried.
A possible problem with this approach is that the situation can arise where a substan-
tial amount of the surface is actually exposed, but where the contacts are clustered
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over a relatively small portion of the surface. Improvement in the formulation of the
burial potential is clearly necessary.

Pair potentials

These potentials of mean force help to sclect out the preferred topology and are
operative in the molten globule and the native state. However, they do not provide
a sufficient energetic separation between the native conformation and alternative
higher energy structures, many of which have the native fold but different side-chain
packing arrangements. Thus, they do not yield a unique native state with long-lived
side-chain contacts. The best pair potentials of mean force have attractive or neutral
interactions between hydrophils and attractive interactions between hydrophobes
[237]; obviously, it is essential that hydrophilic and hydrophobic residues experience
net repulsive interactions. When a pair interaction scale in which hydrophilic residues
are repulsive is applied to a f-protein, then highly curved P-sheets are generated so as
to minimize the number of hydrophilic-hydrophilic contacts. At a bare minimum, in
order for twisted, quasiplanar B-sheets to be stable, the hydrophilic pair interaction
should be no worse than neutral. However, in those scales where pairs of hydrophilic
residues are attractive as are pairs of hydrophobic residues, then this contribution by
itself cannot create the phase segregation where hydrophobic residues are on average
found in the protein interior.

Many investigators. ourselves included, have developed statistical potentials of
mean force between pairs of residues i and j obtained from expressions of the type
[19,23,58.59]:

€ = — KT In(ngui. j)/ 0l ) (1)

with ng,.(i. j) the observed number of contacts between pairs of amino acidsiandj. k is
Boltzmann's constant and T is the absolute temperature. This quantity is directly
obtained from a set of Protein Data Bank protein structures [60]. Here, n. (i, j) is the
expected number of contacts if interactions between i and j are random. It is in this
term that the difference between all statistical contact potentials resides [59].

To date, the most sensitive residue-based pair potentials have been derived assum-
ing that the quasichemical approximation holds for groups of heavy atoms: then, the
average residue interaction based on the interaction between such groups is calculated
[23]. The problem with the quasichemical approximation is that it ignores chain
connectivity and the presence of regular secondary structure. Recently. a more general
approach which includes these effects has been developed. Even at the level of
interacting residues, it is the best inverse folding pair potential derived to date by our
group [61].

Effective multibody interactions

If one defines a contact as occurring when any pair of heavy atoms is less than 4.2 A
apart, then interacting supersecondary structural elements in globular proteins exhibit
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well-defined side-chain contact patterns [18,19,62]. Typical helix-to-helix and beta-
to-beta packing patterns are shown in Figs. 2A and B, respectively. Furthermore, it
is possible to define a set of side-chain center of mass contact distance thresholds so
that 82% of the heavy-atom contacts are recovered with a Matthews coefficient of

Fig. 2. Representative side-chain packing contact maps for an interacting pair of (A} antiparallel
helices and (B) f-strands.
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0.85 [61]. Thus, contact maps in the single ball side-chain description can essentially
recover the heavy-atom contact description. In the absence of higher order multibody
terms beyond pair contributions, we find that the predicted packing patierns of the
resulting ensemble of structures exhibit essentially random overlap with the native
state. However, the overlap with native contacts of the lowest energy structures is
substantial [25]. Unfortunately, these very low energy states are rarely populated, and
the folding transition is only very weakly cooperative. Furthermore, the models have
much in common with the molten globule state of proteins [63-66]. They have
substantial native-state secondary structure, but there is no fixation of tertiary
contacts, and the manifold of structures tend to be swollen relative to the native state
[18,25]. This can be rationalized as follows. Both one-body and pair interaction terms
lack sufficient specificity to produce a native conformation that has a substantial
energy gap with respect to other relatively nearby conformations. This results in an
almost continuous transition from the unfolded state.

The higher order multibody component of the potential is only important when one
has dense compact states; it permits, but does not require, side-chain fixation.
Furthermore, without such terms, microphase separation of the side chains results,
with an unphysical number and pattern of side-chain contacts. However, a key
question is whether such potentials are physical or arise simply because reduced
models are considered. The presence of reduced models certainly suggests that to
some extent one must modify the interactions to reproduce the finer details of
side-chain packing. However, even in molecular dynamics simulations of full-atom
protein models, on starting from the crystal structure, the simulations tend to diffuse
native side-chain packing towards a more liquid state [67]. Thus, the problem with
extant potentials may be much deeper. Finally, we note that the potentials we are
using are potentials of mean force. It is a well-known result from the statistical
mechanics of small-molecule liquids that higher order correlation functions (for
example, the three-body radial distribution function) are not simply factorizable into
lower order distribution functions (this approximation is the Kirkwood superposition
approximation), even if the naked potential is pairwise additive [68].

In order to introduce the possibility of side-chain fixation., Kolinski et al.
[18,25,29,30,53,62] examined two classes of multibody terms. The first is of the form

E, = Z(E., + &i+k j+n)CijCisi. j+n (2)

with [k| = |n|. C;; = 1 when side groups i and j are in contact: otherwise Cij=0.g;is
the pair potential between amino acids i and j. We have considered models with n = 3
and 4. As indicated in Figs. 2A and B, such patterns are typical of both helix-to-helix
and beta-to-beta side-chain packing patterns. We have also included n = 1 terms
which are typical of beta-to-beta contacts. A second implementation of the multibody
potential involves the use of a neural network to recognize whether or not 7-residue
by 7-residue subfragments of dense regions of contact maps are native-like [62]. Such
a formulation can in many cases recognize misfolded proteins based on contact maps
alone. It offers the advantage that many more kinds of contact patterns are considered
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than are possible based on Eq. 2. On the other hand, the neural network does not
consider the identity of participating amino acids. Although it was later modified to
include the average pair potential of such interacting subfragments [29], it ignores the
effect of side-chain size and may result in nonphysical packing arrangements.

Synergism of the contributions to the potential

Based on a large variety of simulations, we conclude that there is no single
dominant interaction responsible for protein folding. In agreement with Ha_o and
Scheraga [33-35], we conclude that the contribution to the stability of a protein due
to interactions reflecting intrinsic secondary structure propensities (local hydrogen
bonding plus local conformational preferences) is roughly equal to that of tertiary
interactions [18,23.53]. Hydrogen bonding acts to restrict the manifold of compact
states to those which are almost maximally hydrogen bonded, thereby reducing the
conformational entropy of compact states. Similarly, intrinsic secondary structural
preferences, although inherently weak, bias the system towards the second_ury struc-
ture found in the native state. Of course, these can be overridden by tertiary inter-
actions. Hydrophobic interactions create the average phase segregation of the am_ir'.o
acids. That is. in a typical protein roughly 75% of all hydrophobic residues are buried.
However, since all hydrophobic residues are not buried, this argues that there are
interactions (e.g. the resulting compact structure might not be hydrogen bonded) that
oppose the burial of all hydrophobic residues. Pair interactions help reduce lhc.
configurational entropy of compact states by acting to break the degeneracy of
compact structures and may serve to destabilize alternative cnnl'ormalpons uslwell as
to stabilize the native fold. Finally. higher order packing interactions might be
responsible for the fixation of structure on passage from the molten globule to the
native state [25]. .

Our simulations argue that a protein is a system under tension in the sense that
while the system is in a global free-energy minimum. this minimum arises as a compro-
mise between all the above terms [53]. The native conformation lies in that porlion_ol'
conformational space consistent with the interplay of the interactions that comprise
a globular protein. By eliminating any given class of terms. an imp_nrt;ml ph_\"su:ul
fe;;iure of a protein is removed. Thus. in these models. there is no 5|ng!c df)mmanl
term driving protein folding: rather the stability of the native state arises from the
consensus and interplay of a number of terms representing different physical effects.

Monte Carlo sampling schemes

The well-known Metropolis Monte Carlo iMMC) procedure randomly samples
conformational space according to the Boltzmann distribution of (distinguishable)
conformations [32]:

P, = exp(— E/kT) (3)
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In order to generate this distribution, the transition probability p;; from an ‘old’
conformation i to a ‘new’ conformation j (for the asymmetric scheme) is controlled by
the energy difference AE;; = E; — E; via

pi.; = min{l, exp(— AE;/kT)} (4)

Obviously, this technique is very sensitive to the presence of energy barriers. To
ensure adequate sampling, typically a collection of elemental backbone moves involy-
ing end moves, and collective motions of two to four bonds are randomly performed.
In addition, small-distance motions of a large, randomly selected part of the chain are
employed. Side chains can also independently move. The key to a successful dynamic
Monte Carlo protocol is to include a sufficiently large move set so that no element of
structure is artificially frozen in space.

To enhance the sampling efficiency, Hao and Scheraga [33-35] have employed the
entropy sampling Monte Carlo method (ESMC) in their study of simplified protein
models. ESMC was originally proposed by Lee [69] in the context of a simple [sing
model and is closely related to the multicanonical MC technique of Berg and Neuhaus
[70]. Since the formulation of Hao and Scheraga is the most straightforward and has
been applied to both simplified and higher resolution models, we briefly review their
approach.

Unlike MMC, ESMC generates an artificial distribution of states that is controlled
by the conformational entropy as a function of the energy of a particular conforma-
tion E;:

PS¢ = exp(— S(E)/k) (5)
The transition probability can be formally written as
pEME = min{1, exp(— AS, ;/k) (6)

with AS, j being the entropy difference between energy levels i and j, respectively.

At the beginning of the simulation, the entropy is not known. However, from
a density-of-states energy histogram, H(E), an estimate, J(E), for the entropy S(E) can
be iteratively generated. The kth iteration consists of an ESMC simulation run with
S(E) approximated by J, - ,(E). Here,

JWE) = J - ((E) + In(max {1, H(E)!) (7)

After a sufficient number of runs. all the states are sampled with the same frequency.
Then, the histogram of H(E) becomes flat. and the curve of J(E) + constant ap-
proaches the true S(E) curve.

Folding protocol
For each sequence considered, starting from arbitrary random conformations,
a series of independent simulated annealing experiments are performed. In many

cases, at least 10, and more recently at least 20, independent simulations are
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performed, and the resulting minimum-energy structures are clustered according to
global topology. I the dispersion in topologies is large. then the sequence is viewed as
being nonfoldable using that generation of the model and its associated potentials.
For those sequences that produce a handful (less than four topologies), then each of
the topologies is subjected to an isothermal stability run. In a number of cases, the
topologies which result are the native fold and its topological mirror image. For
example, as shown in Fig. 3, there are left- and right-turning four-helix bundles. In
both cases, the helices are right-handed, but the chirality of the topology is reversed.
The structure with the lowest average and minimum energy is assigned to be the
predicted native state. The resulting lattice model with side chains is then pulled
off-lattice, and the backbone and side chains are reconstructed using the procedure
described in Ref. 21. To date, the reduced and full atom models are completely
compatible [21,29,30,36].

(A). LEFT TURNING BUNDLE

Fig. 3. Schematic illustration of (A) lefi- and (B) right-turning four-helix bundles.
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Folding of exaggerated helical protein sequences

Using a lower coordination lattice, an early set of de novo simulations [18] (i.e.
folding without any encoded knowledge of the native conformation) was performed
on two 73-residue sequences designed by DeGrado and co-workers [71,72]. The first
sequence contained an all-leucine core. In excellent agreement with experiment, this
sequence is predicted to form a thermodynamically very stable four-helix bundle, but
one with nonunique side-chain packing. The simulated sequence had many of the
properties of a molten globule state. It had substantial secondary structure, and its
average mean-square radius of gyration was about 15% larger than that found in the
native state of a redesigned sequence (see below). Moreover, the simulations predicted
that the right- and left-handed four-helix bundles should be isoenergetic. This predic-
tion was subsequently confirmed by experiment [73]. Finally. within each topology,
the molecule migrates among a few distinct families of structures which share the same
global topology, but which differ in the identity of the residues which stabilize them.

A second sequence designed by DeGrado had 14 amino acid substitutions in the
hydrophobic core [72]. In contrast to the first sequence, due to sequence heterogene-
ity in the hydrophobic core, differential pair interactions break the degeneracy of the
various structures, and this molecule is predicted to prefer the right-turning, four-helix
bundle topology. Following rapid assembly using standard MMC to a four-helix
bundle topology, the molecule slowly relaxed to a more compact structure which is
unique at the level of resolution of this class of models. Moreover, since the energy
monotonically decayed as a function of time during the relaxation process. this
implied the existence of entropic barriers between the compact molten globule-like
state and the predicted native conformation. Fixation of the side chains was observed
to occur when higher order multibody terms of the type given by Eq. 2 are included in
the model, but it does not happen if such terms are deleted. These simulations pointed
out the importance of including a cooperative protein-like interaction scheme into the
potential used in folding.

Factors responsible for the uniqueness of the native structure

The full lattice model described above was used to explore the requirements for the
de novo folding from an arbitrary random conformation of idealized sequences of
four- and six-stranded P-barrels [23.25]. Of particular interest is the design of
a putative 45-residue. six-stranded B-barrel which adopts the schematic topology
shown in Fig. 4A. Simulations using MMC were used to test various possible
conjectures about the factors responsible for the structural uniqueness of the native
state [23]. Among these were the relative importance of generic hydrophilic/hydro-
phobic amino acid patterns, and the possible role of polar amino acids in destabilizing
misfolded conformations [37].

A simple alternating pattern of valines and serines in the putative [-strand
regions, when punctuated by appropriate turn-forming residues. is found to produce
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©

Fig. 4. Schematic illustration of (4) the destred sixc-stranded [i-barvel and (B) the mirror image barrel.
The predicted C* trace of the native structure of the designed sequence betamod is shown in (C)

a manifold of six-stranded f-barrels having different topologies. This implies that
a simple HP (nonpolar polar) model is not sufficient to yield a structurally unique
native state when systems having conformational entropy on the order of that of real
proteins are considered. Furthermore, the packing of the resulting hydrophobic core
is very diffuse. Thus, to enhance the stability of the hydrophobic core and to partially
break the degeneracy of the various topologies, four Phe residues were introduced
into the sequence. This reduced the number of observed topologies; however, the
topology was not uniquely defined. Substitution of Asp for Ser residues was done at
positions designed to destabilize incorrect topologies. The resulting sequence adopted
the desired as well as the mirror image topology shown in Fig. 4B. Analysis of the
energetic contributions indicated that the packing interactions favored the desired
fold, but that the residues introduced in the turns favored the mirror image topology.
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Substitution with Gly linkers resulted in the desired native fold becoming the most
stable topology. The resulting designed sequence, called betamod, is given by

GVDVDV—GGG-VDVDV—GGG-FRFRV-GGG-VRFRF—GG-VDVDV-
GGG-VDVDV

The residues in bold indicate the location of the putative B-strands. Strands 1. 4. and
5 form the first B-sheet, while strands 2,3, and 6 form the second sheet, The loop/turn
regions are composed of flexible Gly connectors. A representative conformation
obtained from the simulations is shown in Fig. 4C.

A question remains as to whether this sequence would in reality adopt a unique
native conformation, a molten globule state or would not fold ar all. Thus, experi-
mental examination of this sequence is currently underway in the laboratory of
Dr. Derek Woolfson [74]. In the interim. the results of these simulations suggest that
these models might prove to be useful tools in protein design.

Origin of the cooperativity of protein folding

A very important question is whether simplified models can reproduce the
thermodynamic behavior of proteins. Experimentally, in a number of proteins, the
cooperativity in protein folding arises on passage from the molten globule state to the
native conformation [63.64.75]. Such molten globules or compact intermediates have
a volume which is about 50% larger than native, a substantial amount of natjve
secondary structure, but diffuse tertja ry contacts. These observations suggest that the
fixation of side chains accompanying the transition to the native conformation is
involved in the cooperativity of protein folding.

To investigate the possibility of a first-order transition in protein folding. Hao and
Scheraga [33] employed the ESMC method to examine the folding thermodynamics
of a 38-residue protein confined to the 210-lattice introduced by Kolinski et al. [14]
and Skolnick and Kolinskj [76]. Subsequently, they examined the sequence require-
ments for an all or none transition [34.35]. They conclude that designed or optimized
sequences exhibit a cooperative folding transition which is long-range (i.c. involves
tertiary interactions), whereas random sequences fold to compact states by what is an
essentially continuous transition. These are very important studies, because they show
for the first time in a nontrivial model that adoption of a unique low-energy state
depends on the interplay of long- and short-range interactions, These model proteins
included a local conformational bias for native-like secondary structure and g single
side-chain rotamer for each residue.

Subsequently, Kolinski et al. [25] employed the ESMC method to investigate the
[olding thermodynamics of betamod. These studies build on the Hao-Scheraga work
in the following ways. Now. a much higher coordination lattice is used. there is no
target bias for the native state’s secondary structure. and multiple side-chain rotamers
are present so that the possibility of side-chain fixation exists. These three differences
result in a model which has a considerably higher entropy in the compact state.
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Three distinct versions of tertiary interactjons we
only pair potentials are used. Model II also include:
by Eq. 2. Model II1 extends model II to include beta-type n = | terms. The scale
factors for the pair and multibody interactions have been adjusted so that the tertiary
interaction energy in the putative natjve fold of all three models is essentially the same.

As shown in Fig. 5, where the reduced free energy, F/T_, versus energy, E, is plotted
at the folding transition temperature, T, qualitatively different behavior is seen on
Passage from model I to mode] III. Model I, lacking high-order multibody interac
tions, essentially has a continuous thermodynamic transition. With the inclusion of
higher order multibody packing interactions, the conformational transition becomes

all or none. Interesling]_v. the lowest energy states in all three models correspond to
the same manifold of structures (ie. structures which are unique at the leve] of
resolution of the lattice models) and correspond o the native fold shown in Fig. 4C.

separation of the low-energy native-like state
ons that contribute to the partition function,

re considered. In the first, model I, i
Sn=3andn =4 type terms given

The nature of the conformations located at the free €nergy versus €nergy maximum,

which exhibit two-state

viz. the transition state, was examined, [n models I and []],
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and small size, this protein is a natural testing ground for de novo prediction methods,
and a variety of generations of the model have been applied to this molecule
[20,29,36]. Initially, folding of this molecule was attempted on a coarser lattice,
followed by refinement on the 90-neighbor (finer) lattice described above [20,36].
Based on both the average and minimum energy, the correct topology is chosen over
the mirror image, both of which are depicted in Fig. 6 in green and magenta,
respectively. For this sequence, all contributions to the energy favor the native state.
The resulting structures have an rms from native for residues 13-55 of 3.3 A. A typical
predicted conformation superimposed on the sclution NMR structure of Gouda et al.
[78] is shown in Fig. 7. Subsequent refinement of the model showed that the folding
on a coarser lattice followed by refinement on the finer lattice (which permits better
helix-to-helix packing) is unnecessary; rather, direct folding on the finer lattice is
a more straightforward and simpler procedure [20,29,36].

In the original simulations, folding tended to occur by the preferential formation of
the N-terminal hairpin, followed by assembly of the final helix [20]. Subsequent
simulations on a more refined model suggest that the C-terminal hairpin assembly is
more likely. There is also an indication that the C-terminal helix of the B domain of
protein A may be stable in solution. There is some experimental indication that this
might be the case [79]. In agreement with experiment. the simulations predict that the
folded state is native-like with very long-lived side-chain contacts.

The B domain is but one of five highly homologous, extracellular domains of
protein A designated as E, D, A, B, and C, respectively. These five domains all
bind to immunoglobulin. Thus, it is a reasonable conjecture that all have the same
solution structure. In addition, Montelione and co-workers have determined the
NMR solution structure of the Z domain of protein A, which differs from the
B domain by the single-point mutation G30A [80,81]. They find that it has a very
similar fold to that of the B domain. In order to investigate the ability of the folding
algorithm to fold homologous sequences, the folding of all five wild-type domains and
the Z domain was successfully undertaken. In all cases, the native topology is
energetically favored over the mirror image topology, with the C domain exhibiting
the smallest energetic preference for the native over the mirror image fold. For all six
sequences, the final structures are within 3.5A rms of the predicted B domain
conformation.

Redesign of protein A to adopt the mirror image topology

A key question in understanding the principles of protein folding is the origin of the
preference for a given topology as opposed to the topological mirror image. Two
viewpoints have emerged: in one, the topology is dictated by the packing interactions
in the hydrophobic core [82,83], and in the other the turns play a role in dictating the
preferred topology [84.85]. To examine these questions, we attempted to redesign the
sequences of the B and A domains of protein A so that they adopt the mirror topology
shown in Fig. 6 in magenta. Both multiple mutations in the hydrophobic core and in
the turn regions between helices I and [I were made. To scan a large number of
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mutations to search for sequences that favor the mirror image over the native fold,
a sieve method was developed. Modifications in the hydrophobic core were made in
three groups, each involving point mutations at six sites. At each site, t_hu: native
residue was replaced by Ala, Val, lle, Leu and Phe. Thus, 15625 mutations were
examined for each group of mutation sites. For those sequences which surv_wcd the
sieve procedure, none was found to prefer the mirror image over 'the native fold.
Therefore, these results are consistent with the idea that the fine details of hydropho-
bic packing do not constitute the sole driving force for the folding process, but may
stabilize an already acquired motif [86].

Next, two-point mutations in the turn connecting helices 1 and II were examineii;
With the exception of glycine, proline and cysteine, all possible mutations of Asn=~
and Asn* were allowed. Again applying the sieve procedure, most mutations in the
turn regions do not disrupt the preference for the native fold. This is qualimti'v.eiy
consistent with experiments which indicate that. in general, turns can be I}’]Odlh&d
without qualitatively changing the global fold [87.88]. However, about 11 of the 289
mutants, i.e. about 4%, resulted in sequences having varying degrees of preference for
the mirror image topology. ,

The most promising N22R and N24M double mutant was subject to furlh:?r
evaluation. While the probability of finding an Arg in the i +2 position of the turn is
relatively high, Met is rarely seen in the N-caps of helices [89]. To confirm that the
RM mutant is foldable (at least in computro). a series of 10 independent MMC folding
simulations were undertaken. In 6 of 10 simulations. the mirror image topology is
obtained. with the remainder adopting the native fold. The RM mutation modifies the
intrinsic secondary structure preferences so that in contrast to the wild-type they now
favor the mirror image turn. This tendency is further augmented by the burial of M in
the mirror image, but not in the native fold. This produces a net favorable pair
interaction for the mirror image topology. In other words, the predicted preference for
the image topology arises from the favorable juxtaposition of intrinsic 5cgmdur_v
preferences and tertiary interactions [85]. These models indicate that such a juxtapo-
sition is what is responsible for the adoption of a particular fold. To ensure that the
predicted lattice models are consistent with atomic resolution medels. all-atom
models were constructed and were found to be in complete qualitative agreement. The
experimental test of this prediction is now underway in Dr. Peter Wright's [79]
laboratory here at Scripps. Finally. to examine the robustness of the RM r{mmllon. it
was applied to the A domain of protein A. The simulations predict that this sequence

should also be a likely candidate for adopting the mirror image topology.

Effect of amino acid order on folding

By reading the sequence of a naturally occurring protein backwards. i.e. generating
a retroprotein, 4 sequence of the same composition and hydrophobicity as the
wild-type protein results [90]. However, proteins are chiral systems. and there have
been a number of conjectures as to whether retroproteins will fold. and. if so. what
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topolfagy v.vill they adopt. Some authors have gone so far as to suggest that a re
protein rfnght .adopt the mirror image structure, including lef[-hanﬁcd heli ; l"-;m'
While thEs conjecture is unlikely, there are a number of consequences acc; st '1]'
the retroinversion of a sequence. All prediction methods based on com on'ltPany”']g
predict _tt}e same structural class for the wild type and retroprotein [92] PHSE e WI!]
the positions of the helices and turns remain the same as in the wila t ?‘\;;\’er-_lf
generai_th‘e locations of the capping [93,94] and turn residues will not be oyl:itr;-nul eg‘;n
At a minimum, one _might expect some rearrangement of the secondarp struclt: ]I
e[cmcnlts. If 51dc-ch_um packing and/or the distribution of nonpolar sidye chai ll‘ffl‘
a dor{umam factor in determining the global fold, then one might expect the s
p;z:t:)?]_tlo nﬁopt the same ro_pology as that of the native protein. Ther}; is alwa':(sntrliz
Em m[dl gt[a[elx.t an entirely different fold might be adopted or the retroprotein might
Because of the robustness of the lattice folding algorithm as applied to i
tl_h]e iretrosequ_ence of the B domain was generated and subjected to a seF;ir:ste;? ;\5
0(; ?;?rgo,;:gi?:;n;c[jvog]:l;e rcssu.!!s st}r]onglﬁr suggest that the predicted native state
_ ; 12. 8, 1s a three-helix bund S i
wild-type sequence. It is important to emphasize hcrelCﬁ?iﬂ;f;:;;ﬂi‘;ﬂ:ﬁ ‘EL
retrosequence adopts the same topology as the wild-type sequence may be ddl.:el[:;

Fi 2
g e!gt j.. rirz'drcrfer.! all-atom model of the retrosequence of the B domain of protein A. The ribbon tube
picts the position of the backbone atoms and clearly indicates a three-helix bundle topology
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Fig. 9. Predicred C* trace of the native conformation of crambin. in magenta, superimposed on the

crystal structure, in green.

the high symmetry of the three-helix bundle fold. and it is very likely that this result
1s not true in general.

To accommodate the local secondary structural propensities, the secondary struc-
tural elements shift their positions with respect to the B domain. Among the most
salient changes is the shift in the location of the C-terminal turn. This adjustment in
position allows for the third helix to have N-cap residues that are favored. Further-
more. the predicted structure retains many of the hydrophobic core contacts as in the
B domain. This suggests that hydrophobic interactions exert an important influence
on driving the system to adopt a three-helix bundle topology. However, pair interac-
tions alone are isoenergetic in the native and mirror image fold. What drives the
system o favor the native fold is the difference in burial energies of the two topologies.
This implies that in this case burial preferences select out the native over the mirror
image topology.

Subsequently, atomic models were built from the lattice structures. In all cases, the
hydrophobic core is well packed. Depending on the starting structure, the N- and
C-terminal ends of the helices vary by about one residue. Overall, the lattice and
all-atom models are consistent. Encouraged by these results, the structure of this
sequence is now being determined by Dr. Chi-Huey Wong's group [95] at the Scripps
Research Institute.
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Folding of ROP monomer

The native structure of wild-type ROP is a dimer consisting of two antiparallel
helical hairpins arranged in a coiled-coil geometry [96]. Sander and co-workers have
redesigned this molecule to form a 120-residue, monomeric, left-turning, four-helix
bundle [97]. Subsequently, Regan et al. have also redesigned the dimer to form
a monomer using glycine linkers of various lengths [88]. In simulations done to date,
the original Sander sequence has been used; work is in progress to fold those
sequences designed by Regan et al. In the earlier simulations, folding commenced on
a coarser lattice from random geometries [19,20]. A very strong preference for the
designed, left-turning bundle was indicated. As in the case of protein A, the resulting
low-energy structures were then projected onto the 90-neighbor lattice and refined.
The predicted structures have a C* rms ranging from 2.6 to 4.2 A with respect to the set
of equivalent residues in the ROP dimer crystal structure. What is striking is that the
simulations predict that the molecule has less supertwist than is found in the ROP
dimer structure. Whether these predictions are true or not awaits the experimental
determination of the ROP crystal structure.

The folding simulations predict the existence of late, presumably molten globule,
folding intermediates that are present prior to the formation of the native state. These
metastable intermediates have the same global fold as native, but their radius of
gyration is about 5% larger. Similar chain expansions have been observed in an
apomyoglobin folding intermediate [98]. The secondary structure is essentially identi-
cal to native but there are much larger fluctuations in the turn regions and at the chain
ends. In the molten globule, none of the side-chain contacts survives for the entire
simulation run, while in the native state there are many such long-lived contacts.
Furthermore, in the molten globule, the side-chain contact patterns are more diffuse,
which is consistent with the observation that the helices are sloshing back and forth
against each other. Detailed analysis of the dynamics of the molten globule state
indicated that it is very liquid-like, and has much in common with the dynamics of
a gel. In contrast, the native conformation is much less mobile, with the displacements
(apart from global diffusion) limited to relatively small-scale motions.

Folding of crambin and the use of predicted secondary bias to enhance folding efficiency

To address the concern of whether the model can predict the tertiary structure of
a/P proteins. the folding of crambin was undertaken [19,20]. This 46-residue protein
has a native state comprising a helical hairpin and a three-stranded antiparallel
f-sheet. It also contains three disulfide cross-links [99]. The simulations do not
assume anything about a specific cross-link pattern, but rather that cystines of some
sort are present. When straightforward folding from the random state was under-
taken, the correct topology and disulfide pattern is always recovered. but in most
cases the secondary structure, especially in the putative helical regions, is highly
distorted,
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To alleviate this problem, higher temperature simulations were undertaken wéu:re
the S-S bond dissociation rate is sufficiently high. Then, statistics abgul _i_:;::_(?n mz
structure preferences (helix/turn or exlendcc_l,-’loc)p) are _colleci;_ﬁ o 1:w0pr[o
screening predicts the location of lh(? N-terminal hch.'_(‘ \_Jmh{a shl 1 B o
three residues towards the amino terminus, but the prediction .or t js:.- i ‘mr,‘
is more accurate. This stands in contrast to most st'fmdard“sccor‘\ af)- '.Iorocim]u
prediction methods which mostly predict _ﬁ-slran_ds in these reglon?”[e e.r,‘m;
With an approximate prediction of the hF]lCﬂl regions in hunﬁ: c]tjsm::m th:;re)
bias (proportional to the helicity of a given restduc_at t‘l.ue l!gAcr‘ ! f:;-em,r
is added to the model. In about 50% of the folding simu anons f)b ; 4g§
conformations having a helical hairpin whose C* rms from n.xltm.rnr.:h:u Lo
are predicted. The other conformations preserve the 5Iobal t()?o Tg}.o[, e?‘.uure
fold, but are 20% higher in energy. Subsen}ucm refinement at o(\; LII;]J—P s
produces structures whose average C* rms is bclmu.1 4 A Frn.r‘ ‘rr.??l u-.? Ei .
average coordinate rms is 3.6 A, with a distance rms Gf_ 206A Asis s.wc:;:'n‘tk lr}om‘ rg[.hc‘
which shows the predicted structure in magenta superimposed on ‘the ;1:. ?nn 9[' T
crystal structure, in green, while the global fold is weI‘i rcprgduc.crd. t_.zrc dais-:g i,
shifts in the position of one of the helices and the conformation of residues 43 S
m?hni-:cp;.mmcol has also been applied to the folding of protein \ \mh_ Lomp:;.:::)jg
results obtained as when the predicted secondary structure bias is :'10(; |m,or‘1‘)1i\[; o
into the folding algorithm. In addition. the protocol has been cmplu_\? i;) pn,r {.L, e
tertiary structure of the V-3 loop of gp-iil() [l().‘.ll].CThe rT;L;IIlll:gii:o‘rl};crr:zliﬁs =

suggeste consist of three B-strands and a sma -terminal helix. 2

:Ei::ezgt;]ullznuns suggest that either expcri_mcx?tal or pr_cdlcled \LLondlell'\:l;U;:l:::j

constraints can be incorporated into the folding algorithm. Sgu.tl prl_b!.‘l. :akcn. .[0

can greatly speed up the folding pmcrcss.ervcvcr. care. h.x? tgr c.h‘r ooy
ensure that if the prediction is uncertain. it can be overridden by othe

actions.

Method for the prediction of surface U-turns and transglobular connections in small

proteins

A knowledge of the locations where the chain chun‘gcs il‘S glolm}.dzrcc.no‘n.lz.‘g .lﬁ
U-turns. and hof the dominant scCL\ndur.\"SLr_ucttlrc gt thv_: 1nter\'c‘nln'gll,rdr?:ﬁ o [l._’?d]
regions. i.e. the blocks, represents very useful |nfqrn_1ullon for a _I"ola‘lm‘g“‘i -%U:;e.i,r:ui,i
Thus, a simple method for predicting these bml.dmg blocks in m.m smg‘ S i
proteins has been developed. Such an approach is complementary !‘u r;m_rlgl? ;;.-I dard
secondary structure prediction schemes [103]. Here, global rather tfu_n 01..;. Ln o‘mire
tion is desired; the structural assignments depen.d on 'thc confo?r.ntmog‘o t' e ?ddcn
chain. For example, if a given region favors helix, tfn_s 1_cnde_m_\ 'LG(I; ]L) g\erlr] o
because another part of the chain has a lower energy if it is helical and the first helic:
region is shifted to form a turn.
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Table | Summary of prediction statistics Jor the blocks and U-turns algorithm

Protein Surface Errors of Secondary Comments on
name* U-turn U-turn structur i
tur e Wro
prediction locations® block R
accuracy® prediction
accuracy!
1gbl 4/4 0-2/2%-3-0 5/5
proA 2/2 23 3/3
1fas
5 5/5 2-1-0-2-0 5/5 Terminal coiled
assigned J3,
inserted §
I without a turn
pou | 1/3.“- 4-3-2-0 4/4 Extended coil
inserted
1tk 7/7 5-3-2/1-1-2-4-7 7/8 Turn inserted into
the C-terminal B-strand
Iris , " -
ris 5/5 3-5-6-3/4-4 5/6 Second f-strand
predicted helical
1lpt 4/4 0-5-2-0 4/4 Shifted turns,
hairpin-like
C-terminus
predicted as p
Iten 6/7 1/1-3-0-3-2-2/1 7/8 Shifted turns,
one f-strand missed
Imjc /
j 5/5 1-2-0-2-0 6/6 Long central coil
added as B
- 41/42 = 98% - 49 = i
/ g () 46/49 = 949, Including overpredicted

turn in 1tlk

* PDB descriptor.

b

Th::l ratio of thf_: CDltrCCﬂy predicted number of surface U-turns to the actual number in the

5:0 EI:L r‘; turn is saufi to be correctly predicted if its boundaries at least partially overlap with

e actual turn locanog. Over’ indicates that an additional U-turn(s) is prcdicléd which d
_“_Ul oceur in the protein structure. o
1 5 3 1 agt 3 > oy H 1
./J means that i residues of the preceding block and j residues of the following block have been
lncprreclly assigned as a part of the surface loop/turn. Otherwise ‘
) f::ducs. of one of the transglobular blocks is given.

e / i K
num}])':?;)r:f }hc correctly predicted number of secondary structure blocks to the actual
urface turns in the protein. The secondary struc i :
| 3 ary structure of a given block is saji
- i 3 g id to be
corregt!y predicted when the secondary structure of the three central residues agre - h th
experimental structure. ‘ RIS

<

the number of overassigned
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The method consists of five basic steps:

(1) Estimate the radius of gyration of the protein. This imposes restrictions on the
maximum and minimum length of the extended and helical fragments that can
fit into the globule.

The locations of the U-turns are randomly chosen and hairpins appropriate to
the chain division are pulled from a database of protein structures. While
a lattice realization of the structures is used for computational convenience, in
principle, the approach is completely general.

The energy, consisting of local secondary preferences, 4 centrosymmetric burial
term, and a term which reflects the orientation of the hydrophobic face with
respect to the core, is calculated.

(4) The division process is repeated many times.

(5) At the end of the selection process, the statistics on the set of lowest energy
structures are performed. The location of the predicted U-turns is established,
and the dominant secondary structure in the three central residues between
U-turns is used to assign the secondary structure of the entire block.

Application has been made to a set of test proteins. and part of the results are

summarized in Table 1. At least for the testing set, the method is quite accurate, with
over 90% of the U-turns and blocks correctly predicted. In six of the nine test
sequences, the number of U-turns and the secondary structure of the blocks are
correctly predicted. These encouraging results suggest that the blocks and U-turns
algorithm holds considerable promise in providing important information for three-
dimensional modeling procedures. When successful. it provides sufficient information
to propose a relatively small number of low-resolution alternative folds. Furthermore,
it can be used as a filter or constraint in inverse folding algorithms either to predict the
global topology or, in a potentially more powerful application. to predict the confor-
mation of hairpin fragments. At present, when inverse folding algorithms are used to
predict the structure of 15-20-residue pieces of a protein. mixed in with the correct,
low-energy structures are a variety of comparable energy false positives. The blocks
and U-turns algorithm can be used to filter out such false positives. Preliminary
application of this combined approach has yielded promising results.

(2

(3

Folding with a small number of long-range restraints

A number of investigators have examined the problem of determining & low to
moderate resolution protein structure given a relatively small number of distance
restraints and some knowledge of the secondary structure [26]. The ability to predict
such structures would aid in the early stages of NMR structural refinement when
secondary structure information and a limited number of distance restraints are
known. In contrast, when a large number of restraints are available, then the use of
distance geometry or distance geometry supplemented by molecular dynamics are the
methods of choice [104]. Here, we describe results when the lattice model of protein
folding is supplemented by a rough knowledge of secondary structure and some
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tertiary con‘straim information. Such an investigation can also clarify whether the
present realization of the model is basically correct, but is simply in need of funh:'
refinement, or more substantial problems with the model exist which would ire 'L'
fundamental reformulation. PRI
Frqm random extended states, the folding of L7/LI2 ribosomal protein. lctf.
protein G lgbl, and thioredoxin, 2trx, all of which are a/p proteins plasloc.anc'n.
1pey, which is an all-beta protein, and the helical protein, sperm wha;le myo )l'ob:n-
Imba, were updertaken [60]. After a simulated annealing run. the resu]tini ﬁnui
_conformauon is subject to isothermal refinement. At least five, and in many cases 20
:pdepequnt folding/refinement runs were performed. For the sake of berevi[v- 1-ht.
fll:;;‘l:aztfon results for the run having the lowest average energy are presented in
F'o_r the three a/B proteins considered, it is apparent that reasonable structures are
o_b:gmed when there is on the order of one long-range constraint every seven resid l't-
Similar results are found for helical proteins. Rcﬁecling inherent problems in ul;:
model, this class of models requires a greater number of restraints for B-proteins. F .
the B-protein plastocyanin, one tertiary constraint every four residues :'I; requir;zd{Jr
These results should be compared to those of Smith-Brown et al. [105]. To obt-;in
rcs_ulls of comparable accuracy to plastocyanin folded with 46 res[rain.ts they : g
qutred.90. restraints to fold a variable light domain of human immunog]obL;lin éFr:b
[60]. Similarly. Smith-Brown et al. require 147 constraints to obtain a st-rucmre‘thal(' ]
3.18 A rms from the native conformation of flavodoxin [60]. In contrast prelimina Ib’
results on the folding of flavodoxin with 35 tertiary restraints indicate lh. tst 1"'
on the level of 4 A rms are obtained. M
Aszodi and co-workers [106] have applied a distance geometry protocol where the
sccoz_:dary_ structure is known and where correct consi.mints are supplemcnles bL'
pr_ed:cted interresidue distances based on multiple sequence alignments. They ref. |3
thioredoxin with about 48 restraints to structures whose rms is aT:ou! 5 0-:\ [:.0‘53 (')
for a smz_&llcr number of restraints. the structures are almost random hann y ane:;:
from native on the order of 10 A. In contrast. with just 15 restraints, s;ruc[uris on th:‘.‘

Table 2 Results from NMR docking simulations with a limited number of tertiar: re

: siraints
Protein Nunl}bcr of Number of Average Average
residues tertiary coordinate dlsl:méc
restraints rms* rms*
lgbl 56 8 3.81 272
tetf 68 8 427 13
2trx 108 15 6.60 477
Ipey 99 46 3.32 "46
Ipcy 99 25 6.22 ;-9‘
Imba 146 20 '\; 3‘4\‘

a . ;
Root-mean-square deviation of the C* coordinates in A.
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level of 6.6 A rms are obtained here. Moreover, in the case of helical proteins such as
Imba, the docking algorithms can assemble the approximate topology. This suggests
that the present lattice-based approach could be used to generate low to moderate
resolution structures from a rather small number of restraints. However, the present
realization needs improvement. Short-range restraints are incorporated as a very soft
energetic bias to helix, turn or extended conformations, as appropriate. Tertiary
restraints are also very loosely defined as operating on the level of side-chain contacts.
Better restraints that actually include the information contained in 2D and 3D NMR
experiments should be implemented. Similarly, disulfide bond restraints, which have
a very specific geometry, could also be included. Thus, the results from this very simple
realization of tertiary restraints could possibly be improved by better use of experi-
mental data.

Folding of the GCN4 leucine zipper

Because of their sequential and structural simplicity and biological importance.
coiled coils are natural test systems for protein folding and multimer assembly
algorithms. The simplest realization of the coiled-coil motif consists of two a-helices
wrapped around each other with a left-handed supertwist. Furthermore, coiled-coil
sequences are characterized by a quasirepeating heptad of residues designated by the
letters a—g, where positions a and d occur in the coiled-coil interface [107]. A partic-
ularly well characterized coiled coil is the leucine zipper of the transcriptional
activator, GCN4 [108,109]. Each protein chain contains 33 residues, and it has
a high-resolution erystal structure. To predict the GCN4 quaternary structure, Nilges
and Brunger [110,111] assumed an initial conformation consisting of an idealized.
parallel coiled coil. They were able to refine the structure from an initial 3.1 A rms on
the backbone atoms to a level of 1.26 A rms for the backbone atoms and 1.75 A for all
heavy atoms in the dimerization interface. To accomplish this refinement. they used
molecular dynamics supplemented by imposed helical backbone hydrogen bond
restraints and a number of distance restraints.

Vieth and co-workers [21] have employed a hierarchical approach to fold the
GCN# leucine zipper from two chains that were initially in random conformations.
No information about the global fold is assumed other than that there are two chains
in a box. Thus. the possibility of higher order multimer formation was not considered
there. First. a high-resolution lattice model is employed to assemble the topology. The
lowest energy lattice structures have an rms from the C* trace of the crystal structure
ranging from 2.3 to 3.7 A. Then, using these structures, detailed atomic models were
built and relaxed using CHARMM all-atom building and MD-based simulated
annealing in explicit water [112]. The average structure built from the entire family of

five independently refined conformations has an rms deviation of 0.8 A for the
backbone atoms, 1.31 A for the heavy atoms in the dimerization interface, and 2.29 A
for all heavy atoms. Figure 10 shows tube diagrams of the backbones of the five
refined structures along with the crystal structure, which is shown in magenta. The
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l{“.'g, ‘IU. Side and top views of the tube diagrams of five refined. predicted structures of the GCN4
o = o g i 2, : o [ . .
leucine zipper, shown in red, yellow, green, cvan and white. along with the crvstal siructure. shown
in magenta. Basically, there is one fused, six-color tube. i 3

pn_:dictcd positions of the side chains in the dimerization interface are essentially
unique, bl_.l[ much greater variation is found in the positions of the surfuce‘l"cﬁiducé

Thesc s.lmulalions also suggested a possible mechanism of the GCN4 Icucinc.7i cli
coiled-coil assembly. Folding commences from the collision of two short |‘;E?IE'1[
stretches, generally located at the ends of the chain. These interacting helical strclch::sz
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then propagate along the molecule. After small adjustments in registration by an inch
worm type mechanism, the final, parallel in register coiled-coil dimer forms. Among
the last regions to lock into place are the Asn'® residues which are located in the
dimerization interface and which are regions of predicted low intrinsic stability.
Although a detailed study has not yet been performed, there is some indication that
assembly from the N-termini is preferred.

Method for predicting the state of association of proteins

A limitation of the above calculation is the assumption that the oligomerization
state has no higher order dimers. However, coiled coils can associate to tetramers or
even higher order aggregates [37,113,114]. Due to computer time limitations, the
straightforward simulation of multimer equilibria is far beyond contemporary com-
puter resources. Furthermore, if MMC is used. then the folding process must be
repeated tens, if not hundreds, of times to be statistically significant. Thus, to predict
the state of association, we developed a methodology that estimates the equilibrium
constants among a spectrum of assumed parallel and antiparallel oligomers [22,115].
Subsequently, a more refined, lattice-based method was developed that also permits
the monomeric state to be included [31]. Since the second method gives essentially the
same results as the original technique in the regime where the two approaches overlap,
we summarize the results from this more general approach.

In order to calculate the equilibrium constant [116], the internal partition func-
tion, Z,.., is required. For the denatured state. to estimate Z,. we developed
a transfer matrix treatment that includes all interactions within five-residue fragments
[31.76]. The disadvantage of this approach is that it ignores longer range interactions.
Dimers and higher order multimers are treated somewhat differently. First, we note
that. in general, P(E), the probability of being in an energy level E, is related to
zinl b.‘

Zim = N(E)exp(— BE)/P(E) (8)

Here, N(E) is the degeneracy of energy level E and f = 1, kT. Since E and P(E) are
readily obtained from an MMC simulation. the remaining problem is to determine
N(E). It may be estimated to within a constant by ESMC [33.34]; however, here we
use a quasianalytic method. The basic idea is to focus on the most probable energy
state. The Monte Carlo simulation provides the set of three consecutive C* virtual
bonds that are sampled by the ensemble of structures having the most probable
energy. E. N(E)is obtained as the transfer matrix product of all such sets of three-bond
vectors that are appropriately combined.

Initially, this approach was applied to calculate the monomer-dimer equilibrium in
the GCN4 leucine zipper [ 108] and its fragments [117]. The results of the calculations
and the comparison with experiment for the predicted dominant species are shown in
Table 3. For the three cases for which experimental data are available, the prediction
agrees with experiment. Examination of the stability of the GCN4 fragments indicates

423



J. Skolnick and A. Kolinski

Table 3 Comparison with experiment of the predicted d species for the GCN4 leucine

Zipper

Protein Predicted dominant Experimental
species dominant species

GCN4 wild-type 2 2

GCN4 8-30 2 2

GCN4 11-33 1 1

GCN 4-26 2 Not yet measured

that the stability of a given fragment cannot be estimated from the stability of the
parent molecule. A similar situation is obtained for other coiled coils such as
tropomyosin. The origin of the lack of stability of the 11-33 fragment arises from the
difficulty in burying Asn'® in a helical conformation in the core. In the 11-33
fragment, there would be a single helical turn at the N-terminus before the Asn.
Since it is not stable enough to force the hydrophilic Asn to be helical, the
entire fragment becomes disordered. This effect is due to loop entropy. which in coiled
coils acts to prohibit random coiled conformations between interacting helical
stretches [118). In this and in all the systems studied, the simulations suggest that
coiled coils are highly cooperative with many of the observed phenomena caused by
nonadditive effects.

Next, we examined the stability of Fos and Jun coiled coils. In partial agreement
with experiment, Fos without a GCG linker is predicted to be monomeric, whereas at
high concentration both monomer and dimers are present [38]. In an equimolar
mixture of cross-linked Fos and Jun homodimers, as in the experimental system, the
simulation predicts that Fos heterodimers should preferentially form. The calcu-
lations suggest that the presence of Thr and Lys in the interfacial region of Fos
homodimers gives rise to the relative instability of Fos homodimers. When an
equimolar system of Fos and Jun are present, the system can lower its overall free
energy by forming Fos-Jun heterodimers.

Coiled coils can also provide insights into the factors driving the formation of
quaternary structure. In an elegant study, Harbury et al. [37] simultaneously replaced
all four a and d residues of the GCN4 leucine zipper by Leu, Val, and Ile. In Table 4.
the theory is compared with experiment. In five of eight cases, the simulations and
experiment are in agreement over the entire concentration range, and, in another case.
agreement is found over a portion of the experimental range. These calculations
suggest that intrinsic secondary structural preferences and configurational entropy
favor lower order species, while quaternary interactions favor higher order species.
This conjectured origin of multimer stability is inconsistent with the suggestion of
Harbury et al. [37] that the selection of a given species is due to the requirement that
the lowest energy side-chain rotamer selects the particular interchain packing ge-
ometry. Such a level of detail is beyond the lattice models where the side chains are
represented by soft core balls.
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Table 4 Comparison of the predicted and experimentally ed domi species of GCN4 and
seven mutants

Dominant species
from simulation

Dominant species

Residues at positions .
-_— from experiment

a d

GCN4 wild-type 2 2
1 L 2 3
| I 3 3
L 1 4 «;
2
Lo ; ;
v L 23 2
L L 3 3

Weaknesses of the lattice models

While this chapter has presented a number of examples whe!'e folding of a pro-
tein from sequence alone has been achieved. lk'\e full solunor} of the prolf:n;:
folding problem is not in hand. There still remain pr_oblems with the potential.
While the current generation can differentiate grossly incorrect folfis from n'am'le.
in many cases it is very difficult to differentiate l'opologles' having subslapt:;al
similarity to the native fold. These closg topological cousins have essentia )}
the same burial energy as native and differ by a relatively small number o
side-chain contacts and differences in secoS\dary structure. To some extent, t;ns
is a physical effect. Even if iwo topologies differ on average by 10kT in ililel;-g_\/h ut
have comparable configurational entropy. then the lower energy fold \'m ert ;r
modynamically very favored [22.115). However. the accurate ponvrdya] .c{ ( is
difference is nontrivial. Furthermore. due to the repr'esenlat‘lon .of side .ch.mfa‘.as
soft balls with a single interaction center and a relatively w1dg interaction baau;].
the high coordination lattice models overestimate the proten}s enl.rt?p_v.' S‘;l}f
an excess entropy also results in an increase in the backbone.s ﬂextblllty: |sr
is probably a major cause of the diﬁicully' the mo@els_ haye wnt) the foldn:g od
naturaily occurring B-proteins. Part of FhIS effect is .mevuable m- any re u&‘:‘e
protein model. Clearly. improved side-chain representations are necessary. Another
problem concerns adequate conformational sampling. G_lven t.hat close topologies
have overlapping energy spectra, a sufficient numl?cr of s:mulatlons. must be done to
ensure that the predicted low-energy structure is well .charac.ten?ed. .At pressr(t:.
this is possible only for simple folds lacking reve.:rsals in chain direction. ES'.
may be helpful in this regard, but such. calculatnor}s can also b<.: very exper;sn‘v;;
[25,33-35]. Thus, the model representation, potential and sampling protocols a!

require improvement.
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Conclusions

In this chapter we have described the folding of protein A and seven homologous
sequences, the putative retrosequence of protein A, two sequences designed by
DeGrado, a pu_tative ROP monomer, crambin, the V-3 loop of gp-120, and the
GCN4 leucm_e zipper. For many of these sequences, structures which are in r;asonable
agreement with experiment have been predicted, and the remainder stand as predic-
tions to be tested by experiment. Furthermore, assuming that the native state is
located in a collection of parallel and antiparallel dimers, trimers and tetramers, the
quaternary structure of GCN4, two of its fragments, five of eight wild-type mutz;nts
Fos, Jun, and Fos-Jun heterodimers have been successfully predicted. In addition the‘
44)_‘5 fragment qf GCN4 is predicted to be dimeric. The simulations argue that' the
native structure is a compromise among numerous contributions to the potential. The
q:ﬁerent_lerms such as hydrophobic interactions, hydrogen bonding and coopcr'a:ive
side-chain packing interactions give rise to different aspects of protein-like behavior
The r_esults to date suggest that progress is being made in the de novo prediction of
protein structure. Future advances are likely to result from better, more specific
energy functions, better model realizations, and combined upprouches‘such ati-lhc use
or.mverse folding to predict the structure of fragments followed by their ;{qsembiv
using reduced models such as have been discussed here. Overall. the pros-pecr for
future progress in the protein folding problem remains bright.
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