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Abstract— In this article, we cover the fundamentals of neural
networks and Bayesian learning with a focus on signal and power
integrity problems arising in packaging. Rather than only focus
on mathematical formulations, we explain the important concepts
and the intuition behind them, thereby demystifying the use of
machine learning for these problems. We also share some of
the recent developments in this area along with future research
directions in the context of packaging. Links to open-source
downloadable software for some of the methods discussed are
also provided.

Index Terms— Bayesian learning, behavioral modeling, design
optimization, neural networks, signal and power integrity (SI/PI),
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NOMENCLATURE

3-D IC 3-D integrated circuit.
ADD-GP Additive Gaussian process.
BAL Bayesian active learning.
BALDO Bayesian active learning with dropout.
BO Bayesian optimization.
CEL Causality enforcement layer.
CNN Convolutional neural network.
DNN Deep neural network.
DPTBO Bayesian optimization with deep partitioning

tree.
DSE Design space exploration.
EI Expected improvement.
FFNN Feedforward neural network.
GP Gaussian process.
I/O Input–output.
IMGPO Infinite metric Gaussian process optimization.
INN Invertible neural network.
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IoT Internet of Things.
IP Intellectual property.
IVR Integrated voltage regulator.
LHS Latin hypercube sampling.
LSTM Long-short term memory.
MCMC Markov chain Monte Carlo.
MES Maximum entropy search.
NARX Nonlinear autoregressive network.
NMSE Normalized mean squared error.
NN Neural network.
PDF Probability density function.
PDN Power delivery network.
PEL Passivity enforcement layer.
PLS Partial least squares.
PoI Probability of improvement.
PRBS Pseudorandom bit sequence.
PSO Particle swarm optimization.
PTH Plated through hole.
RNN Recurrent neural network.
S-TCNN Spectral transposed convolutional network.
SI Signal integrity.
SiP System-in-package.
SIW Substrate integrated waveguide.
TSBO Two-stage Bayesian optimization.
UCB Upper confidence bound.
UQ Uncertainty quantification.
VCO Voltage-controlled oscillator.
WPT Wireless power transfer.

I. INTRODUCTION

EARLY history of machine learning (ML) dates back to
1943 when the first neural networks were developed.

Over the last 75 years, this field has seen bursts of research,
especially after IBM’s Deep Blue computer beat the world
chess champion in 1997. Neural networks have been in promi-
nence with the packaging community since the mid-2000s
when these techniques were applied to the modeling
of digital and microwave circuits for capturing their
behavior [1], [2]. With ML gaining momentum in data science
for solving problems that are otherwise unsolvable, we believe
that this is an appropriate time to revisit the application of
ML in packaging. Through this article, we try to provide a
fundamental understanding of ML as it applies to address the
SI and PI problems arising in package design. Using several
examples, we try to demystify the math by stressing on
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Fig. 1. Model-based design paradigm (Courtesy: E. Rosenbaum, UIUC).

concepts that when logically applied can lead to the solution
of problems, which can remove the “human from the loop,”
eliminate mistakes during the design process, reduce design
respins, enable a significant reduction in design cycle time,
and above all improve the overall productivity.

To start, an important question to ask ourselves is “What
is ML?” The Computer Science community has been using a
procedure called “data mining” for many years. In data mining,
a user extracts insights from data using several techniques,
such as statistical methods, data analytics, ML, and others.
Therefore, ML is a subset of data mining. In data science,
a technique that is often used is called statistical learning,
where a user fits theoretical distributions to small sets of
data based on certain assumptions. The resulting model is
mathematically proven, meaning that inferences can be derived
based on the model. In ML, computers are used to probe
vast amounts of data for structure where the error is validated
using new data. ML-based methods do not have a theoretical
test as in statistical learning and therein lies the problem,
meaning that just because errors have been minimized on
the training data sets and validated on new data, there is
no guarantee that the predictions made using the model are
always accurate. However, with large amounts of data, cheap
and powerful computational processing, and affordable data
storage available today, the hope is that ML can be used to
capture complex and nonobvious relationships that cannot be
done otherwise, leading to accurate predictions.

But why is ML important for the semiconductor industry,
especially in packaging? A major limit in modern electronic
design automation (EDA) is design respins due to hardware
complexity. Many of the failures causing respins can be
attributed to insufficient modeling capability where using
simulations in the design loop is oftentimes too slow and frus-
trating. With design complexity and performance increasing,
any approximations or assumptions made during the design
process can only lead to errors. In such scenarios, removing
the “human from the loop” and having the machines do the
work can only lead to benefits. Therefore, a model-based
design paradigm can be developed where fast to evaluate
“learned” model replaces the conventional “slow” model in
design and design optimization. This is shown in Fig. 1 where
the data from the “slow” but detailed simulator are used to
develop a machine learned “fast” model. The fast model is
quick to compute, is expected to have the same accuracy
as the detailed simulator, and can therefore be used in the
design loop for simulation-based design and optimization.
Moreover, since the fast model is expected to capture the entire
design space including process variations, the probability of
introducing errors can be minimized. In this article, our focus

Fig. 2. Fundamentals of ML.

is on fast model development and design optimization, two
key elements that are important to developing the model-based
design paradigm shown in Fig. 1.

In general, implementing ML consists of two parts, namely
training and prediction, as shown in Fig. 2. Consider a 1-D
function f (·) that maps the input x to output y. The goal
is to determine the unknown function f (·) using which the
relationship between the input and output can be determined.
A set of training data (x, y) = {(x1, y1), (x2, y2), . . . ,
(xn, yn)} is first used to capture this relationship resulting in
a model h(·) shown in Fig. 2. It is important to note that
since h(·) �= f (·), the derived model may be prone to error.
Hence, the error between the model and training data sets
need to be minimized by using appropriate amounts of data.
Once complete, the learned model h(·) replaces f (·) and is
used to predict the output y for a given x . This appears like
a simple mapping problem, especially when the function f (·)
is linear. But what happens if the function is highly nonlinear
and is D-dimensional where D > 5, the output response is
unknown, the input covers a large range, and vast amounts
of training data are computationally expensive to obtain or
unavailable, as in our SI and PI domains. In such scenarios,
learning patterns from data become important, and this is
where ML-based techniques become useful.

In this article, we start with an introduction to artificial NNs
where the error is validated against known results. Three
NNs are discussed, namely FFNN for learning the behav-
ior of VCO; 2) RNN for replicating the behavior of
input-output drivers; and 3) CNNs for capturing frequency
responses. Of the NNs discussed, we believe that RNN
and CNN are extremely useful for the packaging com-
munity due to their ability to address nonlinear behav-
ior and higher dimensional problems. The outcome of
the three NNs discussed results in fast models, mean-
ing that the computational time using these models is
several orders of magnitude faster than detailed models.
In addition, it comes with other benefits such as protecting IP
(when models need to be exchanged), compatibility with
existing simulators, and so on.

We follow this with applications where the results are
unknown, and hence, there is no means to minimize error. This
scenario typically arises in optimization where the objective
is to achieve the best performance given the design space
and process capabilities. We, therefore, discuss this in the
context of design cycle time reduction by introducing Bayesian
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Fig. 3. (a) Single neuron. (b) FFNN.

learning, a method that is the most powerful and a “must have”
for addressing packaging-related problems.

The question that is oftentimes asked is whether algorithms
available in the public domain can be downloaded and applied
readily to packaging problems. The answer is “NO” since
ML is based on domain-specific assumptions, which need
to be modified based on the patterns in data. We, therefore,
introduce two new ML-based optimization techniques specific
to packaging namely, TSBO and DPTBO, and apply it to
different packaging-related problems with varying complexity.

NNs are generally overconfident models, meaning that they
assume that the predictions they make are always correct.
As expected, this can be dangerous. A better approach is to
quantify the error in the predictions. We provide details on
a learning method that can establish confidence bounds or
uncertainty around predictions. We believe that such a method
when combined with optimization can be very powerful, since
if the uncertainty is too large, it can be reduced by adding
appropriate data samples. We, therefore, introduce a technique
called BALDO and apply it to high-speed channels.

For future directions, we address three important areas that
are important to packaging, namely, addressing dimensional-
ity for problems with more than 50 parameters, predicting
responses outside the training range, and inverse design where
the output specifications are used to derive design parameters.

The prior work in the open literature on the application of
ML to SI and PI problems is limited. Through this article,
we therefore provide details on the fundamental concepts and
procedures behind ML for the nonexpert while providing the
motivation for researchers working in packaging to further
expand this field. Using the eight problems discussed in
this article, we have tried to illustrate the applicability and
usefulness of ML-based solutions for a variety of applications.

II. BUILDING FAST PREDICTIVE MODELS USING NNS

We start with a single neuron as shown in Fig. 3(a), which
represents the building block of an NN. A neuron takes a
vector of inputs X = (x1, . . . , xn), constructs their weighted
sum WX = (w1x1, . . . , wn xn), and adds a bias (b) to generate
WX + b, where b is similar to an intercept term. This is
then passed through a nonlinear activation function to get
σ(WX + b), which represents the output of this single neuron

Fig. 4. Flowchart for developing a fast NN model.

as σ(WX + b). The purpose of this activation function is to
introduce nonlinearity and bound the output.

An NN connects several of these neurons, as shown
in Fig. 3(b). A typical architecture consists of an input layer,
multiple hidden layers, and an output layer. The input layer
consists of the input variables (design parameters) that we
want to map to an output. The purpose of the hidden layers is
to capture nonobvious interactions between the overall input-
output relationship. We use multiple neurons in each hidden
layer and connect each one to all the other neurons in the
subsequent layers, where each connection describes a different
interaction pattern. As the number of hidden layers increases
for capturing more complex patterns in data, the NN becomes
a DNN.

The output of the output layer, i.e., NN generated output,
is then compared with the actual output (training data) to
calculate error (e). This error is then minimized by adjusting
the weights in each layer through their gradients, and this
process is known as NN training. To make the training pro-
cedure computationally efficient, the gradients are calculated
through chain rule of derivatives, i.e., the gradient of weights
in a particular layer is backpropagated to the previous layer,
as shown in Fig. 3(a). Since the data move from input to
output layer in a single direction, we call this as an FFNN.
FFNNs and many backpropagation-based training algorithms
are widely available as plug-and-play modules in many pro-
gramming languages, such as Python and MATLAB [3], [4].
It is important to note that the number of neurons per layer and
number of layers in the NN can vary based on the data sets.
These can be determined through validation and optimization
as briefly described in a later section.

We next discuss the modification of the FFNN to solve
a simple problem based on domain knowledge, followed by
two complex NNs, namely RNN and CNN, for addressing
packaging-related problems. For all the problems discussed,
we follow the flowchart in Fig. 4 to build a fast NN model.

A. Feed Forward Neural Networks

FFNN is the most commonly used model type in the
growing field of ML for SI and PI problems. Although
there is early work that uses this methodology, for instance,
for high-speed interconnect [5] and embedded passive
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Fig. 5. Modified FFNN architecture for VCOs [12].

analysis [6], the scope of applications that FFNNs are being
used has rapidly increased in recent years. Some examples
include predicting target impedance violations in PDNs [7],
eye diagram modeling [8]–[10], and current prediction at
package pins [11].

Here, we consider VCO to illustrate the methodology for
developing and applying an FFNN. Though capturing the
behavior of VCOs looks trivial, directly applying the FFNN
to this circuitry will not work, and hence, modifications based
on domain knowledge are required.

1) Domain Knowledge: The steady-state time-domain out-
put waveforms of a VCO with multiple output ports can be
expressed as

Vout(t) = F

��
ω(t)dt

�
, ω(t) = G(vc(t)) (1)

where ω(t) is the instantaneous frequency, Vout is the oscillator
output voltage, F(·) is a periodic function that captures the
shape of the waveform, G(·) is the function that maps control
voltage vc(t) to w(t), and

�
ω(t)dt is the total oscillation

phase. The unknown parts in this equation are two nonlinear
functions, F(·) and G(·). We assume that (1) and the knowl-
edge of workings of a VCO are available.

From (1), it can be seen that the output of a VCO (Vout(t))
is a function of the control voltage and the time step dt . First,
the control voltage goes through a nonlinear function, G(·),
to obtain w(t). This is then integrated with respect to dt to
obtain the oscillation phase, which goes through the second
nonlinear function F(·) to form the output voltage waveform.

2) Network Architecture: Rather than using the generic
FFNN architecture in Fig. 3, we now create an augmented
FFNN architecture as shown in Fig. 5 to capture this multistage
relationship [13]. Here, we use two separate FFNNs, a main
FFNN and a periodic unit (PU) that contains a second FFNN.
The second FFNN in Fig. 5 maps the control voltage to the
oscillation frequency and represents G(·) in (1) as

ω(n) = gFFNN
PU (vc(n)) (2)

where gFFNN
PU (·) ≈ G(·) and n is the discrete time step. The

predicted w(n) is then multiplied by the time steps, dt (n),
to calculate the phase integral as

yp(n) =
�

n�
i=1

ω(i)dt (i)

�
mod 1 (3)

where yp(n) represents the oscillation phase and is bounded to
[0, 1) using the modulus operation. The output of the PU, yp,

Fig. 6. Comparison of the output waveform obtained using the fast FFNN
model and slow transistor model for varying control voltage [13].

and the control signal, vc, are then fed into the main FFNN,
which outputs the voltage waveform as

Vout(n) = f FFNN
main (yp(n), vc(n)) (4)

where f FFNN
main (·) represents the main FFNN.

3) Problem 1: Consider the response of a VCO gener-
ated using a transistor-level model as in Fig. 6, where the
lowest frequency is 0.216 GHz and the highest frequency is
0.306 GHz with the control voltage vc ranging from 1 to 3 V.
The response is generated using a circuit simulator,
Spectre [14], which is used as the training data [13].

The training process uses the aforementioned backpropaga-
tion method to adjust the weights of all neurons until the error
between the transistor-level circuit model and the NN model is
minimized, as shown in Fig. 5. Using 20 neurons in the first,
10 neurons in the second hidden layer of the main FFNN, and
5 neurons in the hidden layer of the second FFNN, the entire
behavior of the VCO can be captured over the voltage range
of 1–3 V, as shown in Fig. 6.

Once the NN model is created, it can be incorporated
into commercial simulators in the form of an input-output
module, Verilog-A [12]. This module can now be used as a
behavioral model to replace the transistor-level circuit and for
protecting IP since such models cannot be reverse-engineered.
An additional benefit of creating a behavioral model is that
they simulate much faster than a transistor-level model. For the
VCO example, the fast NN model provides a 93% reduction
in simulation time [13]. A question that is often asked is: how
does one determine the number of neurons and hidden layers
required. The only way to determine this in this example, and
others, is through experimentation.

B. Recurrent Neural Networks

FFNNs, though powerful, are not very useful in several
time-domain problems we encounter in SI for packaging. This
is because in most of the SI problems, the output of a circuit at
the present time depends on the outputs at the previous time.
As FFNNs operate in a single direction, they cannot capture
this behavior. To overcome this problem, we feed the NN
predicted output back to its input as in Fig. 7 to predict the next
output. The NN architectures with this kind of a feedback loop
are called RNNs and are very useful for predicting the output
behavior of input-output circuits. As such, their application
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Fig. 7. NARX RNN architecture for modeling input-output drivers [20].

to modeling of transient nonlinear behavior of input-output
buffers have been previously explored in [15]–[18].

1) Domain Knowledge: We use the example of input-
output drivers to illustrate the application of RNNs. Behavioral
models of input-output drivers can be created by modeling the
relationship between current and voltage at the output port and
the power supply port [19]. The driver output current can be
written as

io(t) = wo,H (t) io,H (t) + wo,L(t)io,L(t) (5)

where io,H (t) and io,L(t) are called submodels and represent
the output current of the driver for high and low logic states,
respectively, and wo,H (t) and wo,L(t) are the corresponding
weighting functions. Similarly, the current at the power supply
port can be written as

idd(t) = wdd,H (t) idd,H (t) + wdd,L(t) idd,L(t) + δdd(t) (6)

where idd,H (t) and idd,L(t) are the submodels of the supply
port for driver input high and low, and δdd(t) represents the
crowbar supply current component during logic switching.
In (5) and (6), the weighting functions scale the contributions
from the corresponding submodels and can be extracted as
explained in [20].

These current submodels can be compactly defined as

iv,n(t) = iv,n(vo(t), vdd(t), D) (7)

where v = {o, dd} and n = {H, L} denote the port and logic
state configurations, respectively, vo(t) is the output voltage,
vdd(t) is the supply voltage, and D represents the influence
of the previous voltage and current values, i.e., the memory
effect. To create the behavioral model of input-output drivers,
we create RNN models to replace the submodels iv,n(t) to
capture the nonlinear dynamic current–voltage relationship.
As in VCOs, we assume that (5)–(7) are known and the
data defining these equations are available through a slow
transistor-level model.

2) Network Architecture: A particularly useful type of RNN
that can capture the memory effect is NARX, as shown
in Fig. 7 [20]. Here, the output of the RNN depends on the
current input state, past input states, and past output states.

The inputs to the NARX RNN model for input-output
drivers include voltage and current at previous time steps and
its own output at previous time steps (through feedback). The

Fig. 8. Input-output driver with package parasitics [20].

Fig. 9. Eye diagram at the far end of the transmission line in Fig. 8, obtained
with RNN model and transistor-level simulations [20].

submodels in (7) can therefore be written using the RNN as

iv,n(t) = iRNN
v,n

⎛⎝ vo(t), vo(t − h), . . . , vo(t − rh)
vdd(t), vdd(t − h), . . . , vdd(t − rh)
iv,n(t − h), . . . , iv,n(t − rh)

⎞⎠ (8)

where h is the sampling time step and r is referred to as the
dynamic order of the model, which usually has a value of 1
or 2 for typical drivers.

To generate the data to train the RNN architecture, we use
the transistor-level models of the input-output drivers, where
we connect voltage sources at the driver output [both vdd(t)
and vo(t)]. We then simulate the output current when the input
to the driver is held at logic 1 or 0 to cover a wide range
of variability as explained in detail in [20]. The switching
waveforms are also used to learn the weighting functions.

3) Problem 2: Let us now apply the RNN model for
an industrial-strength driver circuit with preemphasis. The
simulation setup is shown in Fig. 8, where a driver is connected
to a 50-� transmission line with a length of 50 mm and
terminated with a 60-� resistor and a 0.7-pF capacitor. A PDN
model in the form of R, L, and C is used to provide
nonideal power supply. The training data are generated using
the PDN-aware transistor-level driver model where the supply
and output ports are excited using a total of 67k training
waveforms for various combinations of input bit sequences,
with further details in [20]. The resulting output waveforms are
then used along with current/voltage relationship to train the
RNN, which then is implemented as a Verilog-A model [20].

As can be seen in Fig. 9, the eye diagrams generated from
the RNN fast model agree well with the transistor model.
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Fig. 10. FFNN using (a) frequency as input and (b) frequency as output.

The resulting speedup in computing the eye diagram (500-bit
long PRBS with 268-ps bit period) using the RNN model
is 300×. The RNN model can now be used to replace the
original circuit model to protect IP and for fast simulations
when transmission line parameters, such as impedance and
parasitics, change in Fig. 8.

C. Convolutional Neural Networks (Transposed)

In SI and PI problems, computing the frequency response
is very important. Therefore, given a structure with a set
of variable parameters, an important question to address is
whether parameterized frequency responses can be learned
using NNs. Two possible FFNN architectures are shown
in Fig. 10.

Let us start with simple calculations. Consider the response
of a four-port structure at 2000 frequency points, parameter-
ized with respect to ten variables. To train an NN, we start
by creating data, where we compute, say, 500 variable com-
binations and store their corresponding responses. For the
frequency as input configuration in Fig. 10(a), we need to
replicate each variable combination 2000 times to generate an
input-output data set, resulting in 1M data points. This creates
a significant memory problem for training algorithms due to
the large data size.

Another possibility is to make each frequency point a
separate output dimension as in Fig. 10(b). For an N-port
reciprocal structure evaluated at M frequency points, the total
number of dimensions (outputs) is D = 2M N(N + 1)/2,
where the factor of 2 comes from real and imaginary parts
of a complex number. Consider a very simple FFNN that
has only one hidden layer with ten neurons. The number
of weights that connect this hidden layer to D outputs is
then 10D. For a four-port structure at 2000 frequency points,
D becomes 40k and the number of weights for just a sin-
gle hidden layer is 400k. Although the memory problem is
reduced, learning that many weights can be challenging and
can lead to overfitting. Overfitting is caused when random
fluctuations in the training data are learned as being part of
the model, which leads to erroneous predictions. A familiar
example to overfitting is using a very high-order polynomial
when the data can be better described by a lower order
polynomial.

As both approaches do not scale to practical SI and PI prob-
lems, we use our domain knowledge on frequency responses

to replace NNs in Fig. 10 with a CNN. Currently, there are
only a few studies that use CNNs in SI and PI domain. Recent
work includes using CNNs for decoupling capacitor optimiza-
tion [21] and electromagnetic interference prediction [22].
To the best of our knowledge, CNNs have not been explored
in the SI and PI domain to handle frequency responses. In the
following, we discuss the development of CNN-based models
to address the drawbacks of FFNNs when handling frequency
responses.

1) CNN: Let us consider Fig. 10(b). Although the frequency
at the output becomes a high-dimensional problem, it is
structured, meaning that there exists a spatial correlation along
the frequency axis, where neighboring frequency points are
highly correlated with each other. This spatial correlation
can be exploited using a CNN. The hidden layers of a
CNN are called convolutional layers, and unlike the NNs
considered so far, the neurons in each layer do not connect
to all other neurons in the subsequent layers. The goal here
is to learn local patterns in the axes that contain spatial
correlations.

In the context of frequency responses, this corresponds
to searching for patterns, such as resonances and ripples in
smaller frequency bands. CNNs achieve this by stacking mul-
tiple convolutional layers. Unlike fully connected layers where
each neuron has a single weight, the neurons in convolutional
layers form 1-D arrays (also called kernels).

Let x = [x1, x2, . . . , xm ]T be the m-dimensional input
vector and h = [w1, w2, . . . , wk]T be the convolution kernel
of size k. The downsampling operation done by a single kernel
can be written as

y = f (h ∗ x) = f (Hx) (9)

y=

⎡⎢⎢⎣
y1
y2
...

yn

⎤⎥⎥⎦, H=

⎡⎢⎢⎢⎢⎣
w1 w2 · · · wk 0 · · · 0

0 w1 w2 · · · wk
. . .

...
...

. . .
. . .

. . .
. . .

. . . 0
0 · · · 0 w1 w2 · · · wk

⎤⎥⎥⎥⎥⎦, x=

⎡⎢⎢⎣
x1
x2
...

xm

⎤⎥⎥⎦
(10)

where (∗) denotes the convolution operation, f (·) is the
nonlinear activation function, H is the convolution matrix
of size n × m, and y is the downsampled output of size
n = m − k + 1. When the convolution operation is written as
f (Hx), each row of H represents the frequency axis. As the
learnable weights (w1,...,k) in each row are the slid version of
the same values, the weights are shared across the frequency
axis.

2) Transposed CNN: In a CNN, convolutional lay-
ers are used to downsample high-dimensional inputs to
low-dimensional features similar to the visual cortex in the
brain. To predict frequency responses, we need upsampling
operations as low-dimensional design parameters are at the
input side and the high-dimensional frequency response is
at the output side. To achieve this, we make use of trans-
posed convolutional layers. These are learnable upsampling
layers that preserve the spatial correlation in its output. More
formally, for an n dimensional input vector x, transposed
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Fig. 11. S-TCNN.

convolution operation can be written as

y = f (h ∗ᵀ x) = f (Hᵀx) (11)

y =

⎡⎢⎢⎢⎣
y1
y2
...

ym

⎤⎥⎥⎥⎦ , Hᵀ =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

w1 0 · · · 0

w2 w1
. . .

...
... w2

. . . 0

wk
...

. . . w1

0 wk
. . . w2

...
. . .

. . .
...

0 0 · · · wk

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, x =

⎡⎢⎢⎢⎣
x1
x2
...

xn

⎤⎥⎥⎥⎦

(12)

where ∗ᵀ is the transposed convolution operation and y is the
upsampled output of size m = n+k −1. Note that upsampling
ratio can be increased by making use of strided transposed
convolutions, which is not covered here, but described in [23].

One question that can be asked here is: how do we know if
an arbitrary design parameter can be upsampled to obtain the
corresponding frequency responses? The answer is we do not
and, therefore, we first convert the inputs to a latent space that
best describes the start of the sequence using fully connected
layers in the first few layers in our network. We call the
resulting architecture as S-TCNN [24] and is shown in Fig. 11.
An open-source Python implementation of S-TCNN can be
found at https://github.com/GT-PRC/S-TCNN.

To train the S-TCNN model, we use the conventional
backpropagation method to minimize the error

Lfreq = 1

N

N�
n=1

���� 1

K

K�
k=1

(yn,k − ŷn,k)2 (13)

where ŷn,k is the predicted output at the kth frequency point for
the nth training sample. It is very important to note here that
the error in (13) is significantly different than conventionally
used mean-squared error (MSE) as explained in detail in [24].
The error in (13) ensures that the S-TCNN model learns a
mapping from the input vector to the frequency response as a
whole, rather than the mapping to k different frequency points.

3) Problem 3: Consider solenoidal inductors used in IVR
modules [24]. The geometry of the inductor is shown
in Fig. 12, which consists of copper windings around a
magnetic core. The eight physical parameters and their ranges
([Min, Max]) are shown in Fig. 12. The goal is to map the eight

Fig. 12. Solenoid inductor [24]. (a) Top view. (b) Side view.

Fig. 13. Comparison of S-TCNN predicted (a) L( f ) and (b) R( f ) to
HFSS [24].

input parameters to inductance and resistance of the inductor
over the frequency range 10–500 MHz.

To create the training data, we generate 800 samples based
on LHS and feed into a 3-D electromagnetic (EM) solver,
Ansys HFSS, to extract the frequency-dependent inductance
and resistance at 200 frequency points between 10 and
500 MHz. LHS is a well-known and structured sampling
(design of experiments) scheme that fixes the values of the
input parameters for computing the output response that covers
the entire sample space [25].

As shown in Fig. 13, the trained S-TCNN model can accu-
rately capture the resonant inductor behavior. The predictive
error of the model, when calculated using a modified NMSE
metric for 200 validation samples as in [26], is found to
be 12.0%. Validation samples constitute the data samples not
used for training but instead used to check the accuracy of
model predictions. These results are compared with the known
outputs to validate the accuracy of the ML model.

In this example, it took approximately 19.2 CPU hours to
collect the training data and 2 min to train the S-TCNN model.
Once trained, the S-TCNN model can generate 1000 different
frequency responses in ∼1.1 s compared with ∼24 h using
the HFSS model.

D. Physically Consistent S-TCNN

Oftentimes, we need to constrain the NN predictions to
ensure that they do not violate any physical phenomena.
One common scenario is when predicting the S-parameters
of package interconnects, we need to satisfy passivity and
causality. To achieve this, we add two additional layers to
the S-TCNN, namely the CEL and PEL, resulting in the
architecture shown in Fig. 14 [26].

The CEL uses the Hilbert transform to relate the real
and imaginary parts of the S-parameters, whereas the
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Fig. 14. Network architecture to ensure physical consistency.

Fig. 15. Parameters of the differential PTH in package core [26].

PEL ensures that the singular values of the S-parameters are
less than 1 [26], both derived from the domain knowledge on
behavior of passive structures. The key to this NN architecture
is the feedback loop shown in Fig. 14, where the weights
are automatically adjusted as part of the learning process to
ensure that the constraints are satisfied while simultaneously
minimizing the error in the response.

1) Problem 4: We consider modeling a differential PTH
pair in package core along with the microvias that connect to
build-up layers. Here, the goal is to map 13 input parameters
in Fig. 15 to their corresponding four-port S-parameters from
dc to 100 GHz with 100-MHz steps, corresponding to an out-
put dimensionality of 12 000. We determine 550 samples using
LHS and extract their S-parameters using Ansys HFSS [27],
which are then used for training an S-TCNN model and an
S-TCNN + CEL + PEL model. We use 130 independent
validation samples to evaluate the accuracy of the models.

The results show that both models correlate well with
HFSS as shown in Fig. 16, where the NMSE on validation
samples is calculated as 5.32% for S-TCNN and 5.47% for
S-TCNN + CEL + PEL. We then calculate the maximum
singular values of the predicted S-parameters for each val-
idation sample. Fig. 17(a) shows that S-TCNN predicted
S-parameters oftentimes have passivity violations that result
in nonphysical predictions. On the other hand, Fig. 17(b)
shows that S-TCNN + CEL + PEL completely eliminates
these violations and guarantees the predicted S-parameters to
be physically consistent. In terms of run times, the trained
S-TCNN + CEL + PEL takes ∼0.53 s to generate 1000 differ-
ent broadband S-parameters compared with ∼60 h with HFSS.

III. DESIGN CYCLE TIME REDUCTION

USING OPTIMIZATION

In Section II, we first started by understanding the behavior
(domain expertise), then designed a neural network to capture
the behavior (architecture), and predicted the output response

Fig. 16. Predicted differential insertion loss compared with HFSS [26].

Fig. 17. Passivity of predicted S-parameters (a) with and (b) without CEL
and PEL [28].

for a set of inputs. In all of the examples considered, we first
generated training data and then minimized the error between
the NN output and actual output. We then validated the results
by comparing the predicted response with the actual response
on a different data set.

At this point, it is important to ask the following questions.
1) What happens if we do not have a training data set, or in

other words, we start with zero training data?
2) How many training samples do we then need to develop

an accurate model?
3) Since the actual data to compare against is unavailable,

how do we know that the predictions are accurate?
4) Is there a way to establish a level of confidence in the

solution?
We try and answer these questions in this section in the
context of design optimization for SI and PI, followed by the
development of models with confidence bounds in Section IV.
The predictions from ML models being considered here are not
assumed to be always correct as compared to NNs described
in Section II. Instead, they are uncertainty quantified models
that provide an error bar in the predictions.

Consider a typical design cycle used for ensuring signal
quality in a package, as shown in Fig. 18. We start with
some design objectives and performance metrics and follow
that with DSE leading to an initial design, which then is
converted to a layout on which we do validation. During
the design cycle, we iterate multiple times (shown as loops
in Fig. 18) be it with DSE, initial design, or parameter tuning,
which takes considerable time (both due to computations and
human intervention). The “human in the loop” is important for
making design decisions and ensuring accuracy but results in
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Fig. 18. Design cycle time reduction using ML.

increased computations and delayed design closure. In addi-
tion, humans are prone to making mistakes, and as a result,
design respins cause increased delays. Instead, we believe that
ML can remove the human from the loop as shown in Fig. 18,
make intelligent design decisions, generate optimized designs,
and eliminate errors, leading to significantly reduced design
closure time. We address ML models in the context of
design optimization for design cycle time reduction in this
section.

A. Active Learning for Optimization

Consider a 1-D problem where x is the input and f (x) is
the output with f (·) being a function, where the goal is to
determine the value of x that minimizes (or maximizes) the
function f (x), written as�x = arg min

x∈X
f (x) (14)

where �x is the best input parameter in the design space, X.
If f (x) is convex with a clear global optima, most gradient-
based optimizers will find �x very quickly.

However, if f (x) is nonconvex and has many local
minima, most optimizers will fail since they will get
stuck in local minima. The nonconvex optimization problem
becomes very difficult when we are unable to construct a
response surface, and the design space is large and is high-
dimensional. Most SI and PI problems in packaging fall
under this category, and hence, there is a need for ML-based
techniques.

Let us start the discussion with a set of six samples collected
from a 1-D function f (x). We can then fit a curve to these
samples as shown in Fig. 19(a) and locate the global minimum
of the curve shown in the histogram in Fig. 19(a). Then,
multiple curves can be used to connect the same six samples
together, each one having a different location at which the
minimum occurs, as shown in Fig. 19(b). When we increase
the number of such curves to infinity, a distribution of curves
results along with a continuous distribution for the histogram
as in Fig. 19(c). We call the histogram the probability distri-
bution over the location of the minimum, Pmin(x).

To place this example in the context of SI and PI
analysis, assume that the six samples are generated from

a computationally expensive full-wave 3-D EM solver. Let
us refer to the mean of infinitely many curves as the sur-
rogate model (a substitute to the actual model), their vari-
ation between the samples as the uncertainty of the sur-
rogate and Pmin(x) as the acquisition function. Instead of
optimizing f (x), an easier problem could be to optimize the
acquisition function to find the most likely location of the
global minima �x and then perform an EM simulation at that
point to observe f (�x). We can now construct a new surrogate
model using seven samples and reduce the uncertainty at which
minimum occurs. We can repeat this process and obtain more
observations of f (x) and further reduce the uncertainty, finally
converging to the true location of the global minimum while
using a minimum number of EM simulations as each sample
is selected intelligently. Hence, a better way to solve (14) is
by rewriting it as

xt+1 = arg max
x∈XD

u(x) (15)

where u(·) is the fast-to-evaluate acquisition function and xt+1
is the point that maximizes u(·) in the D-dimensional input
space, XD . This formulation recasts the difficult optimization
problem in (14) as a series of easier problems that could be
solved iteratively until we converge to xt+1 ≈ �x.

We call this process active learning for optimization as
shown in Fig. 20, where, at each iteration, a new sample
is added (from the 3-D EM solver) based on the maximum
of u(x) as in (15). In Fig. 20, the role of the model is
to create a distribution of functions that enable calculation
of statistical metrics. The acquisition function uses these
statistical metrics and acts as the “decision making” arm to
determine where to query the function. Each time a new
sample is collected, the surrogate model [thereby u(x) in (15)]
is updated to reflect the newly obtained information. As such,
at the t th iteration, the model uses all the available data,
(Xt , f (Xt )) = {(x1, f (x1)), . . . , (xt , f (xt ))}, to select the
next sampling location, xt+1. The function is then queried
at f (xt+1) to collect the new information and the process is
repeated in an iterative manner.

Since the model we need has to capture a distribution of
curves, we make use of a Bayesian (probabilistic) model
and refer to the active learning scheme in Fig. 20 as BO.
In particular, we define each curve that fits our samples
in Fig. 19(b) to be a sample from a GP. A GP is a probability
distribution over functions (and not data). Unlike classical
distributions where a sample corresponds to a single number,
a sample from a GP is a function and can be written as

f (x) ∼ GP(μ(Xt ), K (Xt , Xt )) (16)

where μ(Xt ) is the mean function and K (Xt , Xt ) is the
covariance matrix that captures relationships between vari-
ables (evaluated at training inputs). For the purposes of BO,
the mean function is generally set to a constant around the
empirical mean of the targets, Yt [31]. Each element of the
t × t covariance matrix is constructed using a kernel function,
k(xi , x j ). Among many kernel choices [32], a useful kernel
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Fig. 19. Function samples and histogram over minimum. (a) Single function sample and minimum. (b) Many function samples and minima. (c) Distribution
of infinitely many functions samples and minima showing surrogate model and acquisition function. Modified from [29].

Fig. 20. High-level summary of BO (modified from [30]).

for SI and PI problems is Matern 5/2 function, given as

k(xi , x j ) = σ 2
f

�
1 + √

5r + 5

3
r2

�
e−√

5r

r =
�

D�
d=1

(xi,d − x j,d)2

λ2
d

�1/2

(17)

where x·,d is the dth dimension of input parameter vector,
λd is called the length scale of each input parameter, and σ f

is a scaling factor. The parameters of this kernel function, λd

and σ f , are collectively referred to as the hyperparameters
of the GP model, θ . Similar to finding weights of an NN
as described in Section II, the training of the GP is done to
determine θ through minimizing a loss function as explained
in [32].

We can now use the trained GP to construct the surrogate
model with confidence intervals as in Fig. 19(c). We will use
the mean of the trained GP as our surrogate model, which
corresponds to mean of infinitely many function samples, and
the variance of it to represent the uncertainty in our predictions
(envelope of function samples). The mean and variance of the
trained GP can be written as [32]�μθ(x∗) = K (x∗, Xt )K −1(Xt , Xt )Yt (18)�σ 2

θ (x∗) = k∗ − K (x∗, Xt )K −1(Xt , Xt )K (Xt , x∗) (19)

where x∗ is the test point, k∗ = k(x∗, x∗) is as in (17), and
θ subscript indicates the dependence on hyperparameters that
are obtained through training the GP.

We now need a sampling strategy to lead the BO framework
to find the global maximum. A logical choice is to select

the next sampling point to be the maximum of the surrogate
model, μ(x). However, as we also want to minimize the uncer-
tainty around the surrogate model, we sample the point with
maximum uncertainty, σ(x). A popular acquisition function
that balances these is called UCB [33], given as

uUCB(x) = μ(x) + Kσ(x) K =
�

2ln(2ι t2/(12η)) (20)

where K is the balancing constant, (1−η) is the probability of
converging to the global optima, t is the number of iterations,
and μ(·) and σ(·) is as in (18) and (19). The argmax of (20)
is then the best balancing point that can be used as xt+1. This
optimization of the uUCB(x) to obtain xt+1 is called auxiliary
optimization. Here, any optimizer can be used as the gradient
of the acquisition function can be calculated in closed form
from (20) and it is very fast to evaluate. Other strategies
that can also be used in SI and PI problems are EI and
PoI [34].

The flow of BO with UCB for maximizing a 1-D nonconvex
unknown response is given in Fig. 21. It can be seen that the
sampling is focused on the promising regions of the function
to find its maximum rather than spread over the entire sample
space as would be done for nonactive learning methods.

BO is a widely used method in a variety of domains
such as neuroengineering, aerospace engineering, and material
science and has recently received attention in the SI and PI
domain [35]–[38]. Though powerful, BO methods used in
other domains need modifications before they can be applied
to SI and PI problems. A few questions to ask ourselves before
we continue are the following: 1) how does one select the right
acquisition function? 2) how to handle a large design parame-
ter space? and 3) how does one scale to high-dimensional
problems since surrogate models in general do not scale well
with increasing dimensionality.

We now present two new BO methods developed to answer
these questions for optimization in the context of SI and PI,
namely, TSBO [39] for problems with moderate dimension-
ality (D ≈ 10) and DPTBO [31] for problems with high
dimensionality (D > 10).
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Fig. 21. BO flow for maximizing a 1-D function using the UCB acquisition function. (a) t = 5. (b) t = 13. (c) t = 20.

Fig. 22. Flowchart of the TSBO algorithm [39].

B. Two-Stage Bayesian Optimization

We start by separating the optimization process into coarse
and fine-tuning schemes typically used by a designer to
address large sample spaces. We, therefore, break-up BO into
two parts as shown in Fig. 22, leading to TSBO.

The purpose of the first stage of TSBO, fast exploration
stage, is to rapidly find a region in the large sample space
that contains the global optimum �x in (14). This is achieved
by employing a novel hierarchical partitioning tree. Here,
the original large sample space XD is divided into 2D subre-
gions, as shown in Fig. 23. Center points of each subregion
(referred to as candidate points) are then evaluated using u(x),
instead of the actual function f (x). The candidate point that
maximizes u(x) is then selected as the next sampling point,
xt+1, and only this is evaluated using f (x). The subregion
that xt+1 belongs to is then further divided, increasing the
number of candidate points to t2D at the tth iteration. Such
partitioning tree enables generating many candidate points to
cover the large sample space without any additional queries to
f (x) and, hence, reduces CPU time to converge by reducing
the number of EM simulations required.

A major dilemma that often arises in BO is determining
which acquisition function to use since each has advan-
tages [31], [40] and there is no way of knowing a priori
which will perform better for a given problem. In TSBO,
we learn which acquisition function is the best (from a library
of strategies) for each optimization problem. This is done by
observing how each acquisition function behaves in the initial
stages of optimization and then selecting the one that performs
the best. This extends applicability of TSBO to different design
problems arising in SI and PI since it adapts its behavior based
on the problem. For brevity, we refer readers to [39] for a
detailed description.

Fig. 23. Partitioning tree strategy to cover large sample spaces. (a) t = 1.
(b) t = 2. (c) t = 4. (d) t = 10.

The exploration stage continues until a small enough region
that contains the global optima of f (x) is identified as
explained in [39]. The second stage (pure exploitation) uses
this small enough region and the learned u(x) from the first
stage, and then performs fine-tuning to increase optimization
accuracy.

As an example, we apply TSBO to maximize the 2-D
peaks function that is available in MATLAB. As shown
in Fig. 24(a), the optimization starts with only one data
point. As the algorithm progresses into 20 iterations, can-
didate points start to cover the entire sample space, but
the active learning strategy directs function evaluations to
concentrate at interesting regions, i.e., near local and global
maxima. The first stage automatically ends after 42 iterations
and the small region [red rectangle in Fig. 24(c)] is passed
to the second stage to perform fine-tuning until a prede-
termined number of simulations is completed. An open-
source MATLAB implementation of TSBO can be found at
https://github.com/GT-PRC/TSBO.

We now provide two examples to show how TSBO performs
against a state-of-the-art BO solution developed in other
communities for practical SI- and PI-related problems.
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Fig. 24. Progression of TSBO for optimizing the 2-D peaks function [39].
(a) Starting point, t = 1. (b) t = 20. (c) End of first stage, t = 42. (d) End
of second stage, t = 100.

Fig. 25. Geometry of the stacked 3-D IC [42].

1) Problem 5—Clock Skew Minimization for 3-D ICs:
Consider three stacked dies as in Fig. 25 where a clock
distribution in the center die is sandwiched between two
logic dies. As the logic circuits switch and generate heat,
a temperature gradient across the center die causes clock
skew. The objective is therefore to minimize clock skew by
tuning five control knobs shown in Fig. 25, namely airflow
velocity (x1), thermal interface material (x2), its thickness (x3),
underfill material (x4), and PCB thickness (x5). We pose this
as a black-box problem, meaning that the function f (·) is
unknown and all we can do is to query f (·) using the five
input parameters (x1,...,5) and observe the clock skew. The
function query here corresponds to a multiphysics simulation
where the data f (·) are generated using an electrical–thermal
solver [41].

The results of the optimization are shown in Fig. 26.
We compare TSBO against a state-of-the-art BO algorithm,
IMGPO [42], and a non-ML optimizer, namely nonlinear
solver. Optimization using TSBO resulted in a clock skew
of 86.0 ps compared with 88.0 ps with IMGPO and 96.6 ps
with nonlinear solver. In this example, TSBO shows a much
better convergence rate than either nonlinear solver or IMGPO

Fig. 26. Convergence of TSBO for clock skew minimization [39].

Fig. 27. Four-phase SiP IVR [39].

with a speed improvement of 3.76× and 3.96×, respectively,
while providing a design with minimum clock skew.

2) Problem 6—IVR Optimization: In this example, we con-
sider the chip-package codesign of an SiP-based IVR module.
We use the solenoidal inductor from Fig. 12 to design a
four-phase IVR as shown in Fig. 27, with further details
available in [43]. Here, we pose the codesign problem as
a black-box optimization, where the goal is to find the ten
geometrical parameters of the inductor (horizontal and vertical
loading ratios of magnetic material in addition to the eight
parameters in Fig. 12 [39]) to maximize IVR efficiency
while minimizing the inductor area. The objective function
is therefore formulated as maximizing the weighted sum of
efficiency and inductor area, given as

f (y) =
2�

i=1

wi yi (21)

where y1 and y2 are peak overall IVR efficiency and area of
inductor, respectively, with w1 = 5 and w2 = −2. Since the
main focus of codesign is maximizing IVR efficiency, it has a
higher weight compared with the inductor area. The black-box
here uses the ten input parameters to compute the frequency
response of the inductor using Ansys HFSS, which is then
used to calculate the IVR efficiency.

Table I compares the performance of TSBO to nonlin-
ear solver and IMGPO, along with a carefully hand-tuned
design [39], [43]. Optimization using TSBO resulted in 85.1%
peak efficiency for 5:1 V conversion with the inductor area
of 5.16 mm2 compared with 79.4% and 11.3 mm2 with the
hand-tuned design and 84.4% with 6.64 mm2 for IMGPO.
Though all algorithms started from the same initial point,
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TABLE I

OPTIMIZATION RESULTS FOR IVR

TSBO converged after 51.1 min (27 simulations) compared
with 115.6 min (59 simulations) for IMGPO. Optimization
using nonlinear solver, the only non-ML algorithm, resulted
in 78.6% efficiency with an inductor area of 25.2 mm2, could
not converge in 185 min (100 simulations) and was worse than
the hand-tuned design.

The performance gap between TSBO and other ML and
non-ML-based methods, both in terms of final value achieved
and the convergence rate, shows that readily available BO
methods may not be directly applicable to SI and PI problems.

C. Scaling to Higher Dimensionality: DPTBO

A problem with BO is that it does not scale well as the
dimensionality increases. In the SI and PI domain, this occurs
when all the parameters have both independent and joint
effect (coupling) on f (x), which causes the GP surrogate
model to require lots more data to identify these effects.

To address high-dimensional problems, we can modify
the GP model to explicitly search for these interactions.
In DPTBO, we do this by rewriting the high-dimensional
function f (x) as a weighted sum of functions with lower order
interactions, written as

f (x) = w1

D�
i=1

fi (xi ) + w2

�
1≤i< j≤D

fi j (xi , x j )

+ · · · + wn

D�
i1<···<in

f (xi1 , . . . , xin )

+ wD f (x1, x2, . . . , xD) (22)

where the first summation describes the independent effect of
each parameter (first order), the second summation describes
the joint effect of any two parameters (second order), and so
on, up to a maximum of n orders, where n = 2 or 3 usually
captures the most important interactions. We preserve the
highest order (n = D) to describe the remaining effects. The
subfunctions in (22) describe the unknown nonlinear behavior
for their corresponding order and each can be represented by
a separate GP. Since training a separate GP for each order
can be CPU intensive, we embed the entire weighted sum
into the kernel of a single GP as described in [31] and shown
in Fig. 28(a). This kernel-level weighted-sum approach is also
called as an ADD-GP [44].

It is important to note here that weights corresponding
to each order of interaction in (22) are learned during the
training of ADD-GP. This allows to automatically adjust the
contribution of different orders and dynamically strengthen or
weaken the effect of different orders based on the collected

Fig. 28. Illustration of the DPTBO method [31]. (a) Lower order decompo-
sition of a 2-D function. (b) Example DPT. (c) Flowchart.

data. For instance, the training can maximize wD and minimize
w1,...,n for a particular problem to automatically discard the
lower order effects, thereby recovering a regular GP or vice
versa for other problems.

To cover large sample spaces, we consider the partitioning
tree approach of TSBO as a sampling strategy. However,
the approach is not directly applicable to high-dimensional
problems. The subregions generated by the partitioning tree
increases in volume with increasing dimensionality. Hence,
to obtain a small enough region in high-dimensional spaces,
we need to perform more partitions, which lead to more
function queries (EM simulations) and slower convergence
rates.

We, therefore, develop a new partitioning structure called
deep partitioning tree (DPT), where the region division
is guided by the sensitivity of parameters and occurs in
two directions (vertical and horizontal) as opposed to a single
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Fig. 29. WPT-based power delivery using embedded RF coils [31].

TABLE II

OPTIMIZATION RESULTS FOR WPT SYSTEM

direction (vertical) with TSBO. The main idea is that instead
of performing 2D region divisions, we group the parameters in
M groups and perform a small scale partitioning to get M2d

subregions where D = Md . As the small-scale partitioning
leads to larger subregions, we determine the most promising
subregion based on the acquisition function and iteratively
shrink it by prioritizing the parameters with higher learned
sensitivity. An example DPT is shown in Fig. 28(b). For
brevity, we refer readers to [26] for a detailed description of
the DPT method.

As for the acquisition function, we consider a library of
strategies (EI, PoI, and UCB) similar to TSBO and select
a different strategy at each iteration. Unlike TSBO, we do
not select the best strategy as such selection will not be
reliable in high-dimensional problems [31]. The overall flow-
chart of the DPTBO method is given in Fig. 28(c), and
its open-source MATLAB implementation can be found at
https://github.com/GT-PRC/DPTBO.

We now provide a 32-D design optimization example
and compare DPTBO to a state-of-the-art high-dimensional
BO method, maximum entropy search with additive GP
(ADD-MES) [45], and a non-ML method, PSO.

1) Problem 7—WPT-Based Power Delivery for IoT: Con-
sider optimization of a WPT-based power delivery solution
for IoT devices, as shown in Fig. 29. The optimization goal
is to determine 32 input parameters in Fig. 29 to maximize
RF–dc power conversion efficiency at 1 GHz while minimizing
the area of the RX coil. The multiobjective optimization is
formulated as a weighted sum similar to the IVR example
and RF–dc efficiency is prioritized over area. We use HFSS
to characterize RF coils and Keysight ADS [46] to calculate
the efficiency [31].

The optimization results are given in Table II [31]. Opti-
mization using DPTBO resulted in 59.57% RF–dc conversion
efficiency and RX coil area of 11.04 mm2. It can be seen

Fig. 30. Simultaneous optimization and model building using BALDO.

that DPTBO significantly outperforms ADD-MES in terms
of RX coil area while getting a similar RF–dc efficiency
and converging faster. Though PSO provided the lowest RX
coil area, it performed significantly worse in terms of RF–dc
efficiency (main goal) compared with ADD-MES and DPTBO.

IV. BAYESIAN ACTIVE LEARNING FOR

UNCERTAINTY QUANTIFIED MODELS

As mentioned earlier, deterministic NNs covered in
Section II assume that the predictions made are always
accurate. This can be dangerous since uncertainty of the
predictions is as important as the predictions themselves
and should be accounted for in the model. We call this as
uncertainty quantified model development, which is the subject
of this section.

In particular, we present a Bayesian learning approach to
perform well-calibrated uncertainty calculations that lead to
reliable confidence intervals around the predictions. We then
combine this with the active learning scheme presented in
Section III to derive an uncertainty quantified model using
the minimum amount of intelligently collected samples, which
can then be used to obtain the predictions of interest and
confidence intervals around them. These include, but are not
limited to: 1) output PDF to estimate the effect of arbitrarily
correlated process variations; 2) sensitivity of input parameters
on the output response; and 3) worst case scenarios to ensure
compliance. Since design respins occur due to noncompliance
with specifications, item 3) becomes extremely critical for SI
and PI and will be covered here. Details related to 1) and
2) are available in [47].

We present a technique called BALDO [47] that uses GPs
to obtain these objectives, where we introduce the concept of
active learning for simultaneous probabilistic model building
[for item 1) and 2)] and optimization [for item 3)] to obtain
all the predictions of interest with a single model in an
automated fashion as shown in Fig. 30, as opposed to separate
frameworks that require manual human intervention.

A. Bayesian Training of GPs for UQ

One of the challenges in ML is the fixing of parameters
during the training process. For example, we trained the
NN to obtain its weights and fixed them to obtain the NN
predictions in Section II. Similarly, in Section III, we fixed
the hyperparameters of the GP, θ , to the values found during
training.
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For developing the GP model, the fixed hyperparameter
setting affects the quality of the confidence bounds that
our surrogate provides since we constrain ourselves on the
correctness of a single θ value through the training procedure.
This means that the predictive uncertainty of the GP in (19)
only accounts for data-related uncertainty and not parameter-
related uncertainty. The data-related uncertainty here refers to
a lack of data in specific regions of the sample space, which
is sufficient to consider for optimization, but does not provide
well-calibrated uncertainties.

To develop a reliable uncertainty quantified model, we need
a more comprehensive GP model that makes fewer assump-
tions. Hence, the confidence bounds also need to account
for parameter-related uncertainties. This means that instead
of assuming a fixed θ , we need to consider all possible
θ values and use a weighted sum of confidence intervals
where the bounds obtained with more likely θ values affect
the final confidence bound more than others. In the continuous
θ domain, this corresponds to an integration that can be written
as

p(y∗ | x∗, Dt ) =
�

p(y∗ | x∗, Dt , θ)p(θ | Dt )dθ (23)

where Dt = (Xt , Yt ) is data we have at the tth iteration of the
active learning. At a test point x∗, our model now predicts a
distribution, p(y∗ | x∗, Dt ), that no longer depends on θ and
is a weighted sum of all possible distributions that we can
get with a fixed hyperparameter, p(y∗ | x∗, Dt , θ). We now
need to learn the distribution p(θ | Dt ) to use them as weights
and compute the integral. Since this is analytically intractable,
we resort to a technique called MCMC [48]. This learning
procedure now becomes training for the GP. We refer readers
to [48] for a detailed explanation of training the GP using the
MCMC approach. Once the GP is trained, the predictions and
confidence intervals that also accounts for parameter-related
uncertainties can be obtained as in [47].

B. Sampling Strategy in BALDO

Active learning is equivalent to BO when the goal is to find
the global optimum. When the goal is to build a probabilistic
model with minimum amount of data, it is called BAL. Here,
the next sampling point is selected to decrease the prediction
uncertainty (entropy) of the model, i.e., the predicted variance
of the GP in (18).

As described earlier, in SI and PI problems, we need an
uncertainty quantified model that can also provide the worst
case scenario (global minimum). Using BAL with entropy
criterion aims to provide an accurate model but cannot identify
the worst case scenario. On the other hand, using BO provides
the worst case scenario but not an accurate model.

Instead of performing a BAL followed by BO or vice
versa for a complete model, in BALDO, we introduce the
concept of simultaneous model building and optimization.
Here, the goal is to jointly derive an accurate predictive
model over whole sample space while converging to the
worst case scenario. To achieve this, we approach the active
learning problem in two stages, namely optimization stage and
learning stage, and we sequentially alternate between these at

Fig. 31. Structure of IBM P9 processor to processor X-Bus channel [47].

TABLE III

UNCERTAIN PARAMETERS OF THE HIGH-SPEED CHANNEL

every iteration. The information obtained in the two stages is
fused in a single GP model that is trained using the MCMC
approach. To prioritize finding the worst case scenario due to
its importance in SI and PI problems, we introduce a technique
called dropout, as shown in Fig. 30. For brevity, we refer
readers to [47] for details of the BALDO strategy. An open-
source MATLAB implementation of BALDO can be found
in https://github.com/GT-PRC/BALDO.

C. Problem 8—High-Speed Channel Signaling

We consider a comprehensive industrial example, IBM’s
POWER9 processor to processor X-Bus channel [49]. The
topology of the channel is given in Fig. 31 and it operates at
a data rate of 16 Gb/s using differential signaling. The objec-
tive here is to derive a complete uncertainty quantified GP
model that can predict horizontal eye opening (HEYE) with
confidence bounds while accurately identifying the worst case
channel variable combination that gives the minimum HEYE.
The problem is posed as a 6-D problem as in Table III [47].
We consider a discrete sample space to take advantage of
precomputed S-parameters and corner cases.

The simulation framework used consists of three main parts
and starts with generating 36-port S-parameters (one victim
and eight differential aggressors) of end-to-end channels that
contain bumps, CPU packages, and complete motherboard
wiring. The channel response is then combined with behavioral
models of TX and RX circuitry, where equalization settings
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Fig. 32. Predicted HEYE and confidence intervals for 100 validation cases
using the GP obtained with BALDO (average absolute error = 0.86%UI).

are determined by sweeping all possible combinations in
time domain. The best setting is then used in a 10 million
bit time-domain simulation to characterize the HEYE. Fur-
ther details of the simulation setting can be found in [47].
It should be noted that although the sample space contains only
1125 different combinations, each simulation takes approxi-
mately 45 min, thereby simply sweeping that all combinations
in a sequential manner can take up to 35 CPU days.

After running 50 simulations using the inputs determined by
BALDO and the final GP model to predict all other channel
combinations, we find that the average 95% confidence interval
around the predictions to be ±3.1%UI, where UI is the unit
interval used in eye diagrams. To show the quality of the
confidence intervals, we collect 100 test samples and compare
them against the predictions by the GP model in Fig. 32.
It can be seen that the GP model correlates well with the
actual simulations. The absolute error between the predicted
eye widths and the ones obtained from actual simulations,
averaged over every case in the test set, is calculated to
be 0.86%UI.

More importantly, we observe that all the test cases are
within the 95% confidence intervals around the predictions,
showing the quality and reliability of the model. Furthermore,
the model is observed to be confident and accurate to identify
a worst case HEYE of 37.3%UI. In terms of run times, it took
∼37.6 h to collect the 50 simulations and <1 min to train the
GP model. Once trained, the GP model can predict HEYE
of all 1125 channel combinations and the confidence bounds
in ∼0.7 s compared to 35 days using the aforementioned
simulation framework.

The confidence bounds around these predictions also pro-
vide informative feedback. If the model uncertainty is greater
than an acceptable margin, more simulations can be performed
to reduce the width of the confidence intervals, thereby
answering the question of how many data samples are required
to derive a reliable model. We refer readers to [47] for more
results, including PDF of HEYE and sensitivity analysis with
reliable confidence intervals, and performance comparison to
GPs obtained using different approaches.

V. FUTURE DIRECTIONS AND OPPORTUNITIES

There is a clear trend in the semiconductor industry
toward heterogeneous integration (HI) where large monolithic

Fig. 33. PLS regression for WPT [50]. (a) Reduction in dimensionality.
(b) Parameter sensitivities generated from the reduced model.

integrated chips partitioned into multiple chiplets will be
connected together on an interconnect fabric along with chips
from other processes, leading to complex high-density inter-
posers. This poses a unique opportunity for use of ML not
just in SI and PI but in other areas as well, without which
designing such complex subsystems might become practically
impossible. We discuss three possible areas for research here
along with some initial ideas.

A. Addressing Higher Dimensionality

The methods presented in this article can handle dimen-
sionalities up to D ≈ 50. This is a large dimensionality in
itself but may not be enough as we move forward to more
advanced interposers. Part of the reason for such a limitation
in dimensionality is the fidelity of the surrogate models as the
number of parameters increases. It appears at this time that
the only solution to this problem is to conduct a sensitivity
analysis a priori, determine the most sensitive parameters,
and use this as part of the ML process. However, this is a
difficult problem since it is not easy to determine parameter
sensitivities without lots of data, which can be challenging in
itself if the data have to be generated from a 3-D EM solver.

One possible direction is by utilizing the PLS method,
which is a technique that allows identification of relationships
between a large number of input variables (that are highly
correlated) and the response variable, using a small number
of samples. The principle is based on projecting the input
variables onto a new space defined by new variables, called
principal components, which are linear combinations of the
input variables.
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Fig. 34. (a) LSTM architecture. (b) Extrapolated PDN frequency
response [51].

As an example, consider the WPT example in Fig. 29 used
earlier with 30 parameters. Using 200 realizations from LHS,
we develop a PLS regression model [50]. Fig. 33(a) shows the
value of the root-mean-squared error (RMSE) computed with a
ten-fold cross-validation procedure with respect to the number
of principal components. The value of the RMSE significantly
decreases from 1 to 3 principal components and then becomes
quasi-constant from 4 to 16 principal components, indicat-
ing that three principal components are sufficient (reduction
in dimensionality) to construct a surrogate model and to
determine parameter sensitivities, as shown in Fig. 33(b).
Though the surrogate model generated might not be the most
accurate, it is sufficient to determine sensitivities for reducing
dimensionality that can then feed into ML procedures that
follow.

B. Extrapolation

ML models described in this article are developed based on
a parameter range, and hence, the models are only valid within
this range. An important question to ask is: “Can surrogate
models be used to extrapolate outside the range over which it
has been developed?” If this is possible, then models can be
reused even if the parameter range is expanded. For packaging,
this also addresses an important aspect related to resonances
especially for PI analysis, where poles occurring close (but
outside) to the parameter range can lead to a large increase in
impedances, resulting in excessive power supply noise.

As an example, consider extrapolating the frequency
response of a PDN beyond the range it has been simulated.
We start by relying on the frequency samples being correlated
in frequency space. This is expected since any PDN can
be represented as a distributed array of transmission lines
connected to passive elements. This means that knowing the
value of the impedance at one resonant frequency determines
implicitly the value at another frequency point. Using the
information embedded in the band-limited space, we can then
predict the poles and transitions at higher frequency by treating
the response as a set of sequenced data. Learning this behavior
is possible by using RNN discussed earlier, but by changing
the architecture into an LSTM-RNN as in Fig. 34(a) [51].
In Fig. 34(b), the predicted extrapolated impedance response is
shown for a PDN. Here, we set the cutoff frequency as 12 GHz
beyond which is the extrapolated space. The predicted values
follow the correct trend. The trained LSTM-RNN network
learns which past values are important and retains them to

Fig. 35. Inverse design [52]. (a) INNs. (b) SIW with two parameters.
(c) Probability distributions and candidate points.

estimate the next value of impedance. This means that poles
have spatial correlation, and therefore, a future pole can be
predicted from the past pole values without knowing the
structure of the network explicitly. As shown in the figure,
we are able to achieve a 66% extension in bandwidth with an
MSE of 0.008. These early results, though promising, require
further investigation.

C. Inverse Design

The ML procedures described learn the relationships
between the input and output parameters through a model,
using which the output response can be predicted given the
input parameters. However, would not it be useful if we do
the reverse, where the input parameters are predicted given
the output response? This procedure is oftentimes used in
filter design through design equations where based on output
specifications, the circuit component values can be determined
(also called synthesis). But can this be scaled where using
a black-box approach (without design equations and only
with data), we can do an inverse design. This can be very
useful in DSE and design implementation. However, such a
concept is an ill-posed problem, meaning that for a single
output response, multiple combinations of inputs are possible.
One possible method to address this is by introducing a
latent variable space (z) represented using known distributions,
using the latent space to learn the nonlinear transformation
between the known distribution of the latent variables and
the original data distribution [p(x, y) ↔ p(z, y)], and using
this information to predict the conditional posterior (resulting)
distribution of the input parameters given the output parameter
p(x |y), as shown in Fig. 35(a). This is possible using INNs.

As an example [52], consider a second-order SIW D-band
filter as shown in Fig. 35(b) with two input design para-
meters, namely slot width (wslot) and slot depth (dslot). The
target output parameters are center frequency ( fc) in passband
and roll-off (slope of insertion loss). After INN training,
the network generates the conditional probability distribu-
tions as shown in Fig. 35(c) for an output design target of
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fc = 142 GHz and roll-off = 2.6 dB/GHz. From the predicted
distributions, two candidate designs are picked by selecting the
peak distribution density points in the two regions, which are
marked as stars in Fig. 35(c). Though both candidates meet
the performance specifications, candidate 1 has a higher Q
with better roll-off than candidate 2 when simulated using a
3-D EM solver. We believe that such INN-based approaches
provide significant opportunities for designers to reduce design
cycle time.

VI. CONCLUSION

ML has come a long way over the last 15 years since the first
time it was applied to packaging. Over these years, the ML
algorithms have become more robust, while the computing
infrastructure has improved leaps and bounds through faster
processors and cheaper memory. During this same period, new
packaging technologies, such as SiP and system on package
(SoP), have evolved, leading to significantly more integration
in the package. With the trend toward HI, this appears to be
the ideal intersection point where advanced ML techniques
can be applied for enabling robust heterogeneously integrated
future systems. We therefore strongly believe that there is an
abundance of opportunities available moving forward where
packaging can benefit immensely through the use of ML-based
techniques not just in design, but in other areas as well.

In this article, we have addressed the design of FFNN, RNN,
and CNN for various SI/PI problems where the focus was on
fast model development. We then discussed the application of
ML in the context of optimization using the BAL and deriv-
ing models that accommodate uncertainty, with an objective
of removing the “human from the loop” during the design
process. In its current state, we believe that ML-based design
techniques can be an asset to any SI/PI engineer for improving
productivity. With a wider adoption of such advanced tech-
niques, there is an opportunity for further advancements in
this area in the near future.
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