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We study S™*: the cone of symmetric matrices where
all k x k principal submatrices are PSD.

What we want to understand about S™*:

The eigenvalues of matrices in 8™*, and whether the
eigenvalue set has a convex relaxation.

The quality and tightness of this convex relaxation, if
It exists

Positive semidefinite (PSD) matrices are of fundamental in-
terest in a wide variety of fields, ranging from optimization
to physics. Formally, a symmetric matrix M is PSD if and
only if

w' Mu >0 forallu € R™

We are interested in matrices that are locally PSD, where
all of the k x k principal submatrices are PSD. We denote
this set of matrices by 8% These are nested closed con-
vex cones, with ™1 being the matrices with nonnegative
diagonal entries and &™" the usual PSD cone. An equiva-
lent formulation of S™* is given by

S"F = {M :u' Mu >0 forall k-sparse u € R},

This generalizes the second-order cone (SOC) relaxation
of the PSD cone, which is the special case when k£ = 2.

We are interested in the unordered eigenvalue set of ma-
trices in S™* which is invariant under permuting entries.
We denote it by

AR = IN(M) : M € 8™M

Given positive integers k,n, a homogeneous degree k
polynomial p in n variables is said to be hyperbolic (in the
all-one direction) if for all x € R, p(t1 — z) is real-rooted as
a univariate polynomial in ¢t. All real stable polynomials are
hyperbolic.

Given a hyperbolic polynomial p, its hyperbolicity cone, de-
noted by H(p), is the set of x where all roots of p(t1 — z)
are nonnegative. It is known that H(p) is always a closed
convex cone.

Given integers 1 < k < n, the degree k elementary sym-
metric polynomial in n variables, denoted by eig, is defined

as
eﬁ(az) = Z 1_[31:Z

|S|=k1€S

All elementary symmetric polynomials are hyperbolic. For
fixed n their hyperbolicity cones are permutation invari-
ant, and satisfy H(el) D H(e2) D ... D H(e?), with H(e))
being the halfspace {z : > . x; > 0} and H{(e];) the non-
negative orthant {x : x; > 0,Vi}.

k=3

k=2

k=1

Intersections of H(e%) with {3 = 1} plane

Linear optimization on affine sections of hyperbolicity
cones is known as hyperbolic programming. It is polyno-
mially solvable, and generalizes semidefinite programming
(SDP).

Theorem 1. Fix integers 1 < k < n. Then AF C H(ek).
Equality holds if and only if k =1,n — 1 or n.

Thus the hyperbolicity cone of elementary symmetric
polynomials is a convex relaxation of eigenvalues of matri-
cesin S™F . This allows us to solve the minimum eigenvalue
problem under a variety of normalization constraints.

Theorem 2. Fix integers 2 < k£ <n. Let F': Sym, — R
be a unitarily invariant matrix norm or the trace function. Let
G(n, k) = kI —11". Then Apin(M) > Apin(G(n, k)) for all
M € 8™k such that F(M) = F(G(n, k)).

This theorem shows that G(n, k) achieves the most nega-
five eigenvalue among all matrices in 8™*, subject to trace,
Frobenius norm, Schatten p-norm or Ky Fan norm normal-
Ization constraint.

When 2 < k < n —2and A™* C H(ek), we prove a struc-
ture theorem on nonsingular matrices in S™* whose eigen-
values are on the boundary of hyperbolic relaxation.

Theorem 3. Fixintegers 2 < k <n —2. Let M & STk he
nonsingular with A(M) € 9H (ek).

If £k =2andn > 5, then M is diagonally congruent to a
+1 symmetric matrix with diagonal entries all one.
Furthermore, M has at most n — 3 negative eigenvalues.
[f3<k<n-—2or(nk)=(4,2), then M is diagonally
congruent to G(n, k) = kI — 11" . In particular, M has
only one negative eigenvalue.

Note that forall1 < k£ < n, 8H(e7]§) contains elements with
n — k negative entries.

Implication of our results

We obtained a convex relaxation to the eigenvalue set
of locally PSD matrices. On this relaxation, general lin-
ear optimization can be done in polynomial time, and
some optimization problems can be done directly and
are provably exact.

We gave exact characterization on tightness of this re-
laxation based on n and k. When it is not tight, we
proved that most of their boundaries do not intersect.

Current and future research

We conjecture that A™* is not convex in general. Proof
for (n, k) = (4,2) case was completed by Kozhasov.

We also conjecture that all elements (containing no zero
entries) on H (ef) with correct signs indicated by The-
orem 3 can be achieved as eigenvalues of some matrix
in S™*. We have proved this for (n, k) = (4,2). On the
other hand, eigenvalues of singular matrices in S* are
currently not well understood.
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