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#### Abstract

In this paper, we consider block-decomposition first-order methods for solving large-scale conic semidefinite programming problems given in standard form. Several ingredients are introduced to speed-up the method in its pure form such as: an aggressive choice of stepsize for performing the extragradient step; use of scaled inner products; dynamic update of the scaled inner product for properly balancing the primal and dual relative residuals; and proper choices of the initial primal and dual iterates, as well as the initial parameter for the scaled inner product. Finally, we present computational results showing that our method outperforms the two most competitive codes for large-scale conic semidefinite programs, namely: the boundary-point method introduced by Povh et al. and the Newton-CG augmented Lagrangian method by Zhao et al.
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## 1 Introduction

Let $\mathcal{X}$ and $\mathcal{Y}$ be finite dimensional inner product spaces, with inner products and associated norms denoted by $\langle\cdot, \cdot\rangle$ and $\|\cdot\|$, respectively. The conic programming problem is

$$
\begin{equation*}
\min \{\langle c, x\rangle: \mathcal{A} x=b, x \in K\} \tag{1}
\end{equation*}
$$

where $\mathcal{A}: \mathcal{X} \rightarrow \mathcal{Y}$ is a linear map, $b \in \mathcal{Y}, c \in \mathcal{X}$ and $K \subset \mathcal{X}$ is a closed convex cone. The corresponding dual problem is

$$
\begin{equation*}
\max \left\{\langle b, y\rangle: c-\mathcal{A}^{*} y \in K^{*}\right\} \tag{2}
\end{equation*}
$$

where $\mathcal{A}^{*}$ denotes the adjoint of $\mathcal{A}$ and $K^{*}$ is the dual cone of $K$ defined as

$$
\begin{equation*}
K^{*}:=\{v \in \mathcal{X}:\langle x, v\rangle \geq 0, \forall x \in K\} . \tag{3}
\end{equation*}
$$

Let $\mathbb{R}^{n}$ denote the $n$ dimensional Euclidean space and $\mathbb{R}_{+}^{n}$ denote the cone of nonnegative vectors in $\mathbb{R}^{n}$. Also, let $\mathcal{S}^{n}$ denote the linear space of all $n \times n$ symmetric matrices and $\mathcal{S}_{+}^{n}$ denote the cone of $n \times n$ symmetric positive semidefinite matrices. In this paper, we report our computational experience with a first-order blockdecomposition (BD) method for solving large-scale conic semidefinite programming problems (1), where

$$
\begin{equation*}
\mathcal{X}=\mathbb{R}^{n_{u}+n_{l}} \times \mathcal{S}^{n_{s}}, \quad \mathcal{Y}=\mathbb{R}^{m}, \quad K=\mathbb{R}^{n_{u}} \times \mathbb{R}_{+}^{n_{l}} \times \mathcal{S}_{+}^{n_{s}} \tag{4}
\end{equation*}
$$

and the inner products in $\mathcal{X}$ and $\mathcal{Y}$ are the standard Euclidean/Frobenius inner products. Iteration-complexity bounds for this method have been studied in [12] (see also [5]). In particular, paper [12] derives the iteration-complexity of this method by using the fact that it is a special case of the hybrid proximal extragradient (HPE) method (referred to here as the HPE framework) introduced in $[17,18]$ by Solodov and Svaiter, and whose complexity is derived in $[10,11]$. Moreover, as will be seen later on, the use of the HPE framework to analyze BD methods results in some crucial ideas towards improving their practical performance.

Though the BD methods described in $[5,12]$ are simple and have nice convergence properties, their implementation in its pure form is far from being efficient. This paper introduces several ingredients to the BD method of [12] to obtain a highly efficient algorithm for solving (1). The first ingredient is the use of an aggressive choice of stepsize based on a certain error criterion for performing the extragradient step. The second important idea is the implementation of the method with $\mathcal{Y}$ endowed with a scaled inner product. The third idea is to allow the scaled inner product in the $\mathcal{Y}$ space to dynamically change as the algorithm progresses, with the aim of properly balancing the sizes of the primal and dual relative residuals so as to make them go to zero according to the same order of magnitude. The fourth idea is proper choices of the initial primal and dual iterates, as well as the initial parameter for the scaled inner product.

Recently, augmented Lagrangian approaches have been proposed to solve the dual formulation (2) with $\mathcal{X}, \mathcal{Y}$ and $K$ as in (4) for the case when $m, n_{u}$ and $n_{l}$ are large (up
to a few millions) and $n_{s}$ is moderate (up to a few thousands). In [9, 15], a boundarypoint method for solving (1) is proposed which can be viewed as variants of the alternating direction method of multipliers introduced in [7, 8] applied to (2). In [22], an inexact augmented Lagrangian method is proposed which solves a reformulation of the augmented Lagrangian subproblem involving only the $y$ variable via a semismooth Newton approach combined with the conjugate gradient method. Moreover, [ 9,15 ] and [22] report numerical results indicating that their methods are currently the best alternatives for solving large-scale conic programming problems of the form (1) and (4). In this paper, we present computational results showing that our method is faster and more robust than the ones in [9,15] and [22] in a larger percentage of conic programming instances.

It should be noted that another highly efficient variant of the BP method, which performs a more aggressive Lagrange multiplier update, has been studied and implemented by Wen et al. in [21]. The resulting package, namely SDPAD, contains in fact a number of codes designed to solve different classes of graph-related SDP relaxations. Moreover, each code is written in such a way as to exploit the special structure of each SDP class, without requiring the input to be given in standard form. Since SDPAD is not a general-purpose package (in the sense that it accepts any standard form conic SDP as input) such as the ones mentioned in the previous paragraph, we have not included it in our present computational experiments. However, in a follow-up paper [13], we have compared SDPAD with a specialized version of our BD method for solving different classes of graph-related SDP relaxations, and have found that the latter one outperforms the first one in all problem classes.

This paper is organized as follows. Section 2 presents an adaptive blockdecomposition HPE framework in the context of a block-structured monotone inclusion problem. This framework is similar to the one presented in [12], but makes an aggressive choice of extragradient stepsize. An instance of this framework for solving the conic programming problem (1) in which the $\mathcal{Y}$ space is endowed with a scaled inner product is described in Sect. 3. Section 4 describes in detail all the ingredients needed to speed-up the pure form of the adaptive block-decomposition HPE method, and presents numerical results demonstrating the efficiency of the resulting algorithm for solving many large instances of (1) and (4).

### 1.1 Notation

The norm of a linear operator $\mathcal{A}: \mathcal{X} \rightarrow \mathcal{Y}$ is defined as

$$
\|\mathcal{A}\|:=\sup _{\|x\| \leq 1}\|\mathcal{A} x\| .
$$

The norm of the pair $(x, y) \in \mathcal{X} \times \mathcal{Y}$ is defined as

$$
\|(x, y)\|:=\sqrt{\|x\|^{2}+\|y\|^{2}} .
$$

Let a closed convex set $C \subset \mathcal{X}$ be given. The projection operator $\Pi_{C}: \mathcal{X} \rightarrow C$ onto $C$ and the distance function $\operatorname{dist}_{C}: \mathcal{X} \rightarrow \mathbb{R}_{+}$with respect to $C$ are defined as

$$
\begin{equation*}
\Pi_{C}(x):=\arg \min _{\tilde{x} \in C}\{\|x-\tilde{x}\|\}, \quad \operatorname{dist}_{C}(x):=\min _{\tilde{x} \in C}\{\|x-\tilde{x}\|\}, \quad \forall x \in \mathcal{X} \tag{5}
\end{equation*}
$$

Finally, the indicator function $\delta_{C}: \mathcal{X} \rightarrow \overline{\mathbb{R}}$ of $C$ is defined as

$$
\delta_{C}(x):= \begin{cases}0, & x \in C, \\ \infty, & x \notin C,\end{cases}
$$

and the normal cone operator $N_{C}: \mathcal{X} \rightrightarrows \mathcal{X}$ for $C$ is the point-to-set map given by

$$
N_{C}(x):= \begin{cases}\emptyset, & x \notin C, \\ \{w \in \mathcal{X}:\langle\tilde{x}-x, w\rangle \leq 0, \forall \tilde{x} \in C\}, & x \in C .\end{cases}
$$

Clearly, the normal cone operator $N_{C}$ of $C$ can be expressed in terms of its indicator function as $N_{C}=\partial \delta_{C}$ (see Sect. 2.1 for the definition of the subdifferential of a map).

## 2 An adaptive block-decomposition HPE framework

In this section, we discuss an adaptive block-decomposition HPE (A-BD-HPE) framework which is an extension of the BD-HPE framework introduced in [12]. This framework is analyzed in the context of a block-structured monotone inclusion problem similar to the one in Sect. 3 of [12], but with the addition of an adaptive (and aggressive) stepsize choice for performing the extragradient step. This section is divided into two subsections. The first one reviews some basic definitions and facts about $\varepsilon$-subdifferentials of functions and $\varepsilon$-enlargements of monotone operators. The second one presents the A-BD-HPE framework.

### 2.1 The $\varepsilon$-subdifferential and $\varepsilon$-enlargement of monotone operators

Let $\mathcal{Z}$ denote a finite dimensional inner product space. A point-to-set operator $T$ : $\mathcal{Z} \rightrightarrows \mathcal{Z}$ is a relation $T \subset \mathcal{Z} \times \mathcal{Z}$ and

$$
T(z):=\{v \in \mathcal{Z}:(z, v) \in T\} .
$$

Alternatively, one can consider $T$ as a multi-valued function of $\mathcal{Z}$ into the family $\wp(\mathcal{Z})=2^{(\mathcal{Z})}$ of subsets of $\mathcal{Z}$. Regardless of the approach, it is usual to identify $T$ with its graph defined as

$$
\operatorname{Gr}(T):=\{(z, v) \in \mathcal{Z} \times \mathcal{Z}: v \in T(z)\}
$$

The domain of $T$, denoted by $\operatorname{Dom} T$, is defined as

$$
\operatorname{Dom} T:=\{z \in \mathcal{Z}: T(z) \neq \emptyset\} .
$$

An operator $T: \mathcal{Z} \rightrightarrows \mathcal{Z}$ is affine if its graph is an affine manifold. Moreover, $T: \mathcal{Z} \rightrightarrows$ $\mathcal{Z}$ is monotone if

$$
\langle v-\tilde{v}, z-\tilde{z}\rangle \geq 0, \quad \forall(z, v),(\tilde{z}, \tilde{v}) \in G r(T)
$$

and $T$ is maximal monotone if it is monotone and maximal in the family of monotone operators with respect to the partial order of inclusion, i.e., $S: \mathcal{Z} \rightrightarrows \mathcal{Z}$ monotone and $G r(S) \supset G r(T)$ implies that $S=T$.

In [3], Burachik, Iusem and Svaiter introduced the $\varepsilon$-enlargement of maximal monotone operators. In [10] this concept was extended to a generic point-to-set operator in $\mathcal{Z}$ as follows. Given $T: \mathcal{Z} \rightrightarrows \mathcal{Z}$ and a scalar $\varepsilon$, define $T^{\varepsilon}: \mathcal{Z} \rightrightarrows \mathcal{Z}$ as

$$
T^{\varepsilon}(z):=\{v \in \mathcal{Z}:\langle z-\tilde{z}, v-\tilde{v}\rangle \geq-\varepsilon, \forall \tilde{z} \in \mathcal{Z}, \forall \tilde{v} \in T(\tilde{z})\}, \quad \forall z \in \mathcal{Z}
$$

The following result, whose proof can be found in Lemma 3.3 in [10], gives the characterization of the $\varepsilon$-enlargement of the normal cone of a closed convex cone.

Lemma 2.1 (Lemma 3.3 in [10]) If $K$ is a nonempty closed convex cone and $K^{*}$ is its dual cone defined in (3), then for every $x \in K$, we have

$$
-q \in\left(N_{K}\right)^{\varepsilon}(x) \quad \Longleftrightarrow \quad q \in K^{*}, \quad\langle x, q\rangle \leq \varepsilon
$$

For a scalar $\varepsilon \geq 0$, the $\varepsilon$-subdifferential of a function $f: \mathcal{X} \rightarrow \overline{\mathbb{R}}$ is the operator $\partial_{\varepsilon} f: \mathcal{X} \rightrightarrows \mathcal{X}$ defined as

$$
\partial_{\varepsilon} f(x):=\{w \in \mathcal{X}: f(\tilde{x}) \geq f(x)+\langle\tilde{x}-x, w\rangle-\varepsilon, \forall \tilde{x} \in \mathcal{X}\}, \quad \forall x \in \mathcal{X}
$$

When $\varepsilon=0$, the operator $\partial_{\varepsilon} f$ is simply denoted by $\partial f$ and is referred to as the subdifferential of $f$. The operator $\partial f$ is trivially monotone if $f$ is proper. If $f$ is a proper lower semi-continuous convex function, then $\partial f$ is maximal monotone [16].

Finally, we refer the reader to $[2,19]$ for further discussion on the $\varepsilon$-enlargement of a maximal monotone operator.

### 2.2 The A-BD-HPE framework

In this subsection, we discuss the A-BD-HPE framework which is an extension of the BD-HPE framework introduced in [12].

This framework is analyzed in the context of a block-structured monotone inclusion problem similar to the one in Sect. 3 of [12]. In what follows we give the details of this block-structured monotone inclusion problem.

Let $\langle\cdot, \cdot\rangle_{\mathcal{X}}$ and $\langle\cdot, \cdot\rangle_{\mathcal{Y}}$ be arbitrary inner products in $\mathcal{X}$ and $\mathcal{Y}$, respectively, and denote their induced norms by $\|\cdot\| \mathcal{X}$ and $\|\cdot\| \mathcal{Y}$, respectively. We endow the product space $\mathcal{X} \times \mathcal{Y}$ with the inner product $\langle\cdot, \cdot\rangle_{\mathcal{X}, \mathcal{Y}}$ defined as

$$
\left\langle(x, y),\left(x^{\prime}, y^{\prime}\right)\right\rangle_{\mathcal{X}, \mathcal{Y}}:=\left\langle x, x^{\prime}\right\rangle_{\mathcal{X}}+\left\langle y, y^{\prime}\right\rangle_{\mathcal{Y}}, \quad \forall(x, y),\left(x^{\prime}, y^{\prime}\right) \in \mathcal{X} \times \mathcal{Y}
$$

and denote its induced norm by $\|\cdot\| \mathcal{X}, \mathcal{Y}$. Consider the block-structured monotone inclusion problem of finding $(x, y) \in \mathcal{X} \times \mathcal{Y}$ such that

$$
\begin{equation*}
0 \in[F+(C \otimes D)](x, y) \tag{6}
\end{equation*}
$$

where $C: \mathcal{X} \rightrightarrows \mathcal{X}, D: \mathcal{Y} \rightrightarrows \mathcal{Y}$ and the operator $C \otimes D: \mathcal{X} \times \mathcal{Y} \rightrightarrows \mathcal{X} \times \mathcal{Y}$ is defined as

$$
(C \otimes D)(x, y)=C(x) \times D(y), \quad \forall(x, y) \in \mathcal{X} \times \mathcal{Y}
$$

We make the following assumptions regarding (6):
A. $1 C$ and $D$ are maximal monotone operators (with respect to $\langle\cdot, \cdot\rangle_{\mathcal{X}}$ and $\langle\cdot, \cdot\rangle_{\mathcal{Y}}$, respectively);
A. $2 F: \operatorname{Dom} F \subseteq \mathcal{X} \times \mathcal{Y} \rightarrow \mathcal{X} \times \mathcal{Y}$ is a continuous map such that $\operatorname{Dom} F \supseteq \mathcal{X} \times$ cl (Dom $D)$;
A. $3 F$ is monotone on $\operatorname{Dom} C \times \operatorname{Dom} D$ (with respect to $\langle(\cdot, \cdot),(\cdot, \cdot)\rangle \mathcal{X}, \mathcal{Y})$;
A. 4 there exists $L_{y x}>0$ such that

$$
\left\|F_{y}\left(x^{\prime}, y\right)-F_{y}(x, y)\right\|_{\mathcal{Y}} \leq L_{y x}\left\|x^{\prime}-x\right\|_{\mathcal{X}}, \quad \forall y \in \operatorname{Dom} D, \forall x, x^{\prime} \in \mathcal{X}
$$

Assumption A. 1 implies that $C \otimes D$ is maximal monotone. Hence, in view of Assumption A. 2 above and Proposition A. 1 of [11], it follows that the operator $F+C \otimes D$ in (6) is maximal monotone.

We now state an extension of the BD-HPE framework of [12] which uses an adaptive rule for aggressively choosing the extragradient stepsize.

A-BD-HPE Framework: An adaptive block-decomposition HPE framework for (6)
(0) Let $x_{0} \in \mathcal{X}, y_{0} \in \mathcal{Y}, \sigma \in(0,1], \sigma_{y} \in[0,1]$ and $\sigma_{x}, \tilde{\sigma}_{y} \in[0,1)$ be given and set $k=1$;
(1) choose $\tilde{\lambda}_{k}>0$ such that

$$
\sigma_{k}:=\lambda_{\max }\left(\left[\begin{array}{cc}
\sigma_{y}^{2} & \tilde{\lambda}_{k} \tilde{\sigma}_{y} L_{y x}  \tag{7}\\
\tilde{\lambda}_{k} \tilde{\sigma}_{y} L_{y x} & \sigma_{x}^{2}+\tilde{\lambda}_{k}^{2} L_{y x}^{2}
\end{array}\right]\right)^{1 / 2} \leq \sigma
$$

(2) compute $\tilde{y}_{k}, \tilde{d}_{k} \in \mathcal{Y}$ and $\epsilon_{k}^{y} \geq 0$ such that
$\tilde{d}_{k} \in D^{\epsilon_{k}^{y}}\left(\tilde{y}_{k}\right), \quad\left\|\tilde{\lambda}_{k}\left[F_{y}\left(x_{k-1}, \tilde{y}_{k}\right)+\tilde{d}_{k}\right]+\tilde{y}_{k}-y_{k-1}\right\|_{\mathcal{Y}}^{2}+2 \tilde{\lambda}_{k} \epsilon_{k}^{y} \leq \sigma_{y}^{2}\left\|\tilde{y}_{k}-y_{k-1}\right\|_{\mathcal{Y}}^{2}$,

$$
\begin{equation*}
\left\|\tilde{\lambda}_{k}\left[F_{y}\left(x_{k-1}, \tilde{y}_{k}\right)+\tilde{d}_{k}\right]+\tilde{y}_{k}-y_{k-1}\right\|_{\mathcal{Y}} \leq \tilde{\sigma}_{y}\left\|\tilde{y}_{k}-y_{k-1}\right\| \mathcal{Y} ; \tag{8}
\end{equation*}
$$

compute $\tilde{x}_{k}, \tilde{c}_{k} \in \mathcal{X}$ and $\epsilon_{k}^{x} \geq 0$ such that

$$
\begin{align*}
& \tilde{c}_{k} \in C^{\epsilon_{k}^{x}}\left(\tilde{x}_{k}\right), \\
&  \tag{10}\\
& \qquad\left\|\tilde{\lambda}_{k}\left[F_{x}\left(\tilde{x}_{k}, \tilde{y}_{k}\right)+\tilde{a}_{k}\right]+\tilde{x}_{k}-x_{k-1}\right\|_{\mathcal{X}}^{2}+2 \tilde{\lambda}_{k} \epsilon_{k}^{x} \leq \sigma_{x}^{2}\left\|\tilde{x}_{k}-x_{k-1}\right\|_{\mathcal{X}}^{2}
\end{align*}
$$

(3) choose $\lambda_{k}$ to be the largest $\lambda>0$ such that

$$
\begin{align*}
& \left\|\lambda\left[F\left(\tilde{x}_{k}, \tilde{y}_{k}\right)+\left(\tilde{c}_{k}, \tilde{d}_{k}\right)\right]+\left(\tilde{x}_{k}, \tilde{y}_{k}\right)-\left(x_{k-1}, y_{k-1}\right)\right\|_{\mathcal{X}, \mathcal{Y}}^{2}+2 \lambda\left(\epsilon_{k}^{x}+\epsilon_{k}^{y}\right) \\
& \quad \leq \sigma^{2}\left\|\left(\tilde{x}_{k}, \tilde{y}_{k}\right)-\left(x_{k-1}, y_{k-1}\right)\right\|_{\mathcal{X}, \mathcal{Y}}^{2} ; \tag{11}
\end{align*}
$$

(4) set

$$
\begin{equation*}
\left(x_{k}, y_{k}\right)=\left(x_{k-1}, y_{k-1}\right)-\lambda_{k}\left[F\left(\tilde{x}_{k}, \tilde{y}_{k}\right)+\left(\tilde{c}_{k}, \tilde{d}_{k}\right)\right] \tag{12}
\end{equation*}
$$

and $k \leftarrow k+1$, and go to step 1 .

The A-BD-HPE framework is a more aggressive version of the BD-HPE framework studied in [12]. In contrast to the A-BD-HPE framework which chooses the extragradient stepsize as the largest scalar satisfying (11), the BD-HPE framework in [12] performs the extragradient step with $\lambda_{k}=\tilde{\lambda}_{k}$. The following result shows that $\tilde{\lambda}_{k}$ satisfies (11) and, as a consequence, guarantees the well-definedness of the adaptive extragradient stepsize $\lambda_{k}$ in step 3 of the A-BD-HPE framework.

Proposition 2.2 Consider the sequences $\left\{\left(x_{k}, y_{k}\right)\right\},\left\{\left(\tilde{x}_{k}, \tilde{y}_{k}\right)\right\},\left\{\left(\tilde{c}_{k}, \tilde{d}_{k}\right)\right\}$, $\left\{\tilde{\lambda}_{k}\right\}$ and $\left\{\left(\epsilon_{k}^{x}, \epsilon_{k}^{y}\right)\right\}$ generated by the A-BD-HPE framework. Then, for every $k \in \mathbb{N}$,

$$
\begin{equation*}
F\left(\tilde{x}_{k}, \tilde{y}_{k}\right)+\left(\tilde{c}_{k}, \tilde{d}_{k}\right) \in\left[F+(C \otimes D)^{\epsilon_{k}^{x}+\epsilon_{k}^{y}}\right]\left(\tilde{x}_{k}, \tilde{y}_{k}\right) \subset[F+(C \otimes D)]^{\epsilon_{k}^{x}+\epsilon_{k}^{y}}\left(\tilde{x}_{k}, \tilde{y}_{k}\right) \tag{13}
\end{equation*}
$$

and $\lambda=\tilde{\lambda}_{k}$ satisfies (11). As a consequence $\lambda_{k} \geq \tilde{\lambda}_{k}$.

Proof This result follows from Proposition 3.1 in [12].

In view of (11), (12) and (13), it follows that the A-BD-HPE framework is a special case of the HPE framework for solving (6). This observation allows us to obtain complexity results for the A-BD-HPE framework using the general complexity results derived in [10]. In what follows, we state two convergence results whose proofs are analogous to those of Theorems 3.2 and 3.3 of [12], but use Proposition 2.2 above instead of Proposition 3.1 in [12].

Theorem 2.3 Assume that $\sigma<1$ and consider the sequences $\left\{\left(\tilde{x}_{k}, \tilde{y}_{k}\right)\right\},\left\{\left(\tilde{c}_{k}, \tilde{d}_{k}\right)\right\}$, $\left\{\lambda_{k}\right\}$ and $\left\{\left(\epsilon_{k}^{x}, \epsilon_{k}^{y}\right)\right\}$ generated by the A-BD-HPE framework and let $d_{0}$ denote the distance of the initial point $\left(x_{0}, y_{0}\right) \in \mathcal{X} \times \mathcal{Y}$ to the solution set of (6) with respect to $\|(\cdot, \cdot)\| \mathcal{X}, \mathcal{Y}$. Then, for every $\alpha \in \mathbb{R}$ and $k \in \mathbb{N}$,

$$
\left(\tilde{c}_{k}, \tilde{d}_{k}\right) \in C^{\epsilon_{k}^{x}}\left(\tilde{x}_{k}\right) \times D^{\epsilon_{k}^{y}}\left(\tilde{y}_{k}\right)
$$

and there exists $i \leq k$ such that

$$
\begin{aligned}
\left\|F\left(\tilde{x}_{i}, \tilde{y}_{i}\right)+\left(\tilde{c}_{i}, \tilde{d}_{i}\right)\right\|_{\mathcal{X}, \mathcal{Y}} & \leq d_{0} \sqrt{\frac{(1+\sigma)}{(1-\sigma)}\left(\frac{\lambda_{i}^{\alpha-2}}{\sum_{j=1}^{k} \lambda_{j}^{\alpha}}\right)} \\
\epsilon_{i}^{x}+\epsilon_{i}^{y} & \leq \frac{d_{0}^{2} \sigma^{2}}{2\left(1-\sigma^{2}\right)}\left(\frac{\lambda_{i}^{\alpha-1}}{\sum_{j=1}^{k} \lambda_{j}^{\alpha}}\right)
\end{aligned}
$$

Theorem 2.4 Assume that $F$ is affine and consider the sequences $\left\{\left(\tilde{x}_{k}, \tilde{y}_{k}\right)\right\}$, $\left\{\left(\tilde{c}_{k}, \tilde{d}_{k}\right)\right\},\left\{\lambda_{k}\right\}$ and $\left\{\left(\epsilon_{k}^{x}, \epsilon_{k}^{y}\right)\right\}$ generated by the A-BD-HPE framework and define
for every $k \in \mathbb{N}$ :

$$
\begin{align*}
& \left(\tilde{x}_{k}^{a}, \tilde{y}_{k}^{a}\right)=\frac{1}{\Lambda_{k}} \sum_{i=1}^{k} \lambda_{i}\left(\tilde{x}_{i}, \tilde{y}_{i}\right),  \tag{14}\\
& \left(\tilde{c}_{k}^{a}, \tilde{d}_{k}^{a}\right)=\frac{1}{\Lambda_{k}} \sum_{i=1}^{k} \lambda_{i}\left(\tilde{c}_{k}, \tilde{d}_{k}\right),
\end{align*}
$$

and

$$
\begin{aligned}
\epsilon_{k}^{x, a} & :=\frac{1}{\Lambda_{k}} \sum_{i=1}^{k} \lambda_{i}\left(\epsilon_{i}^{x}+\left\langle\tilde{x}_{i}-\tilde{x}_{k}^{a}, \tilde{c}_{i}\right\rangle\right) \geq 0, \\
\epsilon_{k}^{y, a} & :=\frac{1}{\Lambda_{k}} \sum_{i=1}^{k} \lambda_{i}\left(\epsilon_{i}^{y}+\left\langle\tilde{y}_{i}-\tilde{y}_{k}^{a}, \tilde{d}_{i}\right\rangle\right) \geq 0
\end{aligned}
$$

where $\Lambda_{k}=\sum_{i=1}^{k} \lambda_{i}$. Let d denote the distance of the initial point $\left(x_{0}, y_{0}\right) \in \mathcal{X} \times \mathcal{Y}$ to the solution set of (6) with respect to $\|(\cdot, \cdot)\| \mathcal{X}, \mathcal{Y}$ and $\sigma_{x y}=\max \left\{\sigma_{x}, \sigma_{y}\right\}$. Then, for every $k \in \mathbb{N}$,

$$
\begin{aligned}
& \left(\tilde{c}_{k}^{a}, \tilde{d}_{k}^{a}\right) \in C^{\epsilon_{k}^{x, a}}\left(\tilde{x}_{k}^{a}\right) \times D^{\epsilon_{k}^{y, a}}\left(\tilde{y}_{k}^{a}\right), \quad\left\|F\left(\tilde{x}_{k}^{a}, \tilde{y}_{k}^{a}\right)+\left(\tilde{c}_{k}^{a}, \tilde{d}_{k}^{a}\right)\right\|_{\mathcal{X}, \mathcal{Y}} \leq \frac{2 d_{0}}{\Lambda_{k}} \\
& \epsilon_{k}^{x, a}+\epsilon_{k}^{y, a} \leq \frac{2 d_{0}^{2}}{\Lambda_{k}}\left(1+\bar{\eta}_{k}\right)
\end{aligned}
$$

where

$$
\bar{\eta}_{k}:=\frac{2 \sqrt{2} \sigma}{1-\sigma_{x y}}\left(1+\frac{1}{\left(1-\sigma_{y}\right)^{2}}\right)^{1 / 2} .
$$

Observe that the convergence rate bounds described in Theorems 2.3 (with $\alpha=1$ ) and 2.4 suggest that the rate of convergence of the A-BD-HPE framework becomes better the larger the stepsize $\lambda_{k}$ is chosen (under the condition that (11) is satisfied so as to guarantee that Theorems 2.3 and 2.4 still apply). In fact, the choice of $\lambda_{k}$ at step 3 of the A-BD-HPE framework is motivated by this observation.

## 3 A scaled A-BD method for conic programming

In this section, we introduce an instance of the A-BD-HPE framework applied to (1) in which $\langle\cdot, \cdot\rangle_{\mathcal{X}}=\langle\cdot, \cdot\rangle$ and $\langle\cdot, \cdot\rangle_{\mathcal{Y}}$ is a scaled inner product constructed by means of the original inner product $\langle\cdot, \cdot\rangle$ in $\mathcal{Y}$. (Recall that the original inner products in $\mathcal{X}$ and $\mathcal{Y}$ are both being denoted by $\langle\cdot, \cdot\rangle$.) Even though there is nothing new in this section from the theoretical point of view, we will use the convergence results of Sect. 2 to give a plausible argument showing that an appropriate choice of scaled inner product in the $\mathcal{Y}$ space may lead to a substantial speed-up of the BD method relative to its unscaled version.

We consider problem (1) with the following assumptions:
C. $1 \mathcal{A}: \mathcal{X} \rightarrow \mathcal{Y}$ is a surjective linear map and $b \in \mathcal{Y}$;
C. 2 there exists $x^{*} \in \mathcal{X}$ satisfying the inclusion

$$
\begin{equation*}
0 \in c+\partial \delta_{K}(x)+N_{\mathcal{M}}(x) \tag{15}
\end{equation*}
$$

where $\mathcal{M}:=\{x \in \mathcal{X}: \mathcal{A}(x)=b\}$.
We now make a few observations about the above assumptions. First, any $x^{*}$ as in C. 2 is an optimal solution of (1). Second, observe that a sufficient condition for (15) to hold is that (1) has an optimal solution and satisfies the Slater condition, i.e. $\mathcal{A} \hat{x}=b$ for some $\hat{x} \in \operatorname{ri}(K)$. Third, (15) is equivalent to the existence of $y^{*} \in \mathcal{Y}$ such that the pair $\left(x^{*}, y^{*}\right)$ satisfies the inclusion

$$
\begin{equation*}
c+\partial \delta_{K}(x)-\mathcal{A}^{*} y \ni 0, \quad \mathcal{A} x-b=0 \tag{16}
\end{equation*}
$$

Fourth, the set of solutions of the above inclusion is exactly $\mathcal{X}^{*} \times \mathcal{Y}^{*}$, where $\mathcal{X}^{*}$ and $\mathcal{Y}^{*}$ denote the set of optimal solutions of (1) and (2), respectively. Fifth, observe that (16) can be easily put into the form (6) and that Assumptions A.1-A. 4 all hold when $\mathcal{X}$ and $\mathcal{Y}$ are both endowed with the original inner product $\langle\cdot, \cdot\rangle$. Hence, one can apply any instance of the A-BD-HPE framework to solve (16).

However, from the computational point of view, it is more efficient to introduce a scaled inner product in the $\mathcal{Y}$ space and work with a scaled version of (16). More specifically, given a self adjoint positive definite linear mapping $\mathcal{U}: \mathcal{Y} \rightarrow \mathcal{Y}$, endow $\mathcal{X}$ and $\mathcal{Y}$ with the inner products defined as

$$
\begin{equation*}
\langle\cdot, \cdot\rangle_{\mathcal{X}}:=\langle\cdot, \cdot \cdot\rangle, \quad\langle\cdot, \cdot \cdot\rangle_{\mathcal{Y}}:=\langle\cdot, \mathcal{U} \cdot\rangle \tag{17}
\end{equation*}
$$

respectively, and define $F, C$ and $D$ as

$$
\begin{equation*}
F(x, y):=\binom{c-\mathcal{A}^{*} y}{\mathcal{U}^{-1}(\mathcal{A} x-b)}, \quad C(x)=\partial \delta_{K}(x)=N_{K}(x), \quad D(y)=0 \tag{18}
\end{equation*}
$$

where the normal cone $N_{K}(x)$ is with respect to $\langle\cdot, \cdot\rangle_{\mathcal{X}}:=\langle\cdot, \cdot\rangle$.
The following proposition can be easily shown.

Proposition 3.1 $F, C$ and $D$ defined in (18) and the above inner products defined in (17) satisfy Assumptions A.1-A. 4 of Sect. 2 with $L_{y x}=\left\|\mathcal{U}^{-1 / 2} \mathcal{A}\right\|$.

As a consequence of the above proposition, any instance of the A-BD-HPE framework of Sect. 2 with $F, C$ and $D$ as in (18) and the inner products $\langle\cdot, \cdot\rangle_{\mathcal{X}}$ and $\langle\cdot, \cdot\rangle_{\mathcal{Y}}$ defined as in (17) will satisfy the global convergence rate properties described in Theorems 2.3 and 2.4. Below we describe such an instance.

Algorithm 1: Scaled adaptive block-decomposition (SA-BD) method for solving (1)
(0) Let $x_{0} \in \mathcal{X}, y_{0} \in \mathcal{Y}, 0<\sigma \leq 1$ and $\theta>0$ be given, and set $k=1$ and

$$
\begin{equation*}
\tilde{\lambda}=\frac{\sigma}{\left\|\mathcal{U}^{-1 / 2} \mathcal{A}\right\|} \tag{19}
\end{equation*}
$$

(1) compute

$$
\begin{equation*}
\tilde{y}_{k}=y_{k-1}-\tilde{\lambda} \mathcal{U}^{-1}\left(\mathcal{A} x_{k-1}-b\right), \quad \tilde{x}_{k}=\Pi_{K}\left[x_{k-1}-\tilde{\lambda}\left(c-\mathcal{A}^{*} \tilde{y}_{k}\right)\right] ; \tag{20}
\end{equation*}
$$

(2) define

$$
\begin{equation*}
\tilde{v}_{k}=\binom{\left(x_{k-1}-\tilde{x}_{k}\right) / \tilde{\lambda}}{\mathcal{U}^{-1}\left(\mathcal{A} \tilde{x}_{k}-b\right)}, \tag{21}
\end{equation*}
$$

choose $\lambda_{k}$ to be the largest $\lambda>0$ such that

$$
\left\|\lambda \tilde{v}_{k}+\binom{\tilde{x}_{k}}{\tilde{y}_{k}}-\binom{x_{k-1}}{y_{k-1}}\right\|_{\mathcal{X}, \mathcal{Y}} \leq \sigma\left\|\binom{\tilde{x}_{k}}{\tilde{y}_{k}}-\binom{x_{k-1}}{y_{k-1}}\right\|_{\mathcal{X}, \mathcal{Y}} ;
$$

(3) set $\left(x_{k}, y_{k}\right)=\left(x_{k-1}, y_{k-1}\right)-\lambda_{k} \tilde{v}_{k}$ and $k \leftarrow k+1$, and go to step 1 .

Proposition 3.2 Let $\sigma_{x}=\sigma_{y}=\tilde{\sigma}_{y}=0$ and define the inner products $\langle\cdot, \cdot\rangle_{\mathcal{X}}$ and $\langle\cdot, \cdot\rangle_{\mathcal{Y}}$, and operators $F, C$ and $D$ according to (17) and (18). Consider the sequences $\left\{\left(x_{k}, y_{k}\right)\right\}$ and $\left\{\left(\tilde{x}_{k}, \tilde{y}_{k}\right)\right\}$ generated by Algorithm 1 and, for every $k \in \mathbb{N}$, define

$$
\begin{equation*}
\tilde{\lambda}_{k}=\tilde{\lambda}, \quad \epsilon_{k}^{x}=\epsilon_{k}^{y}=0, \quad \tilde{d}_{k}=0, \quad \tilde{c}_{k}=-\tilde{z}_{k} \tag{22}
\end{equation*}
$$

where

$$
\begin{equation*}
\tilde{z}_{k}:=c-\mathcal{A}^{*} \tilde{y}_{k}-\frac{1}{\tilde{\lambda}}\left(x_{k-1}-\tilde{x}_{k}\right) . \tag{23}
\end{equation*}
$$

Then the following statements hold for every $k \in \mathbb{N}$ :
(a) $\tilde{\lambda}_{k}$ satisfies (7) with $L_{y x}=\left\|\mathcal{U}^{-1 / 2} \mathcal{A}\right\|$;
(b) $\tilde{x}_{k} \in K$ and $\tilde{z}_{k} \in-N_{K}\left(\tilde{x}_{k}\right)$, or equivalently, $\tilde{x}_{k} \in K, \tilde{z}_{k} \in K^{*}$ and $\left\langle\tilde{x}_{k}, \tilde{z}_{k}\right\rangle=0$;
(c) $\tilde{\lambda}_{k}, y_{k-1}, x_{k-1}$, and the triples ( $\tilde{y}_{k}, \tilde{d}_{k}, \epsilon_{k}^{y}$ ) and ( $\tilde{x}_{k}, \tilde{c}_{k}, \epsilon_{k}^{x}$ ) satisfy (8), (9) and (10).

As a consequence, Algorithm 1 is a special instance of the A-BD-HPE framework.

Proof (a) This statement follows straightforwardly from (19).
(b) Define $w_{k}:=x_{k-1}-\tilde{\lambda}\left(c-\mathcal{A}^{*} \tilde{y}_{k}\right)$ and note that $\tilde{x}_{k}=\Pi_{K}\left(w_{k}\right) \in K$ in view of (20). This together with (23) then imply that

$$
\begin{equation*}
\tilde{\lambda} \tilde{z}_{k}=\tilde{\lambda}\left(c-\mathcal{A}^{*} \tilde{y}_{k}\right)-\left(x_{k-1}-\Pi_{K}\left(w_{k}\right)\right)=-\left(w_{k}-\Pi_{K}\left(w_{k}\right)\right) \in-N_{K}\left(\tilde{x}_{k}\right) \tag{24}
\end{equation*}
$$

where the inclusion follows from the well-known fact that $x-\Pi_{K}(x) \in N_{K}\left(\Pi_{K}(x)\right)$ for all $x \in \mathcal{X}$. Statement b) now follows from the above observations and the fact
that $N_{K}\left(\tilde{x}_{k}\right)$ is a cone. The equivalent statement of b ) follows from Lemma 2.1 with $q=\tilde{z}_{k}, x=\tilde{x}_{k}$ and $\varepsilon=0$.
(c) It follows from (22), (23), the definition of $F$ in (18), and the definition of $\tilde{y}_{k}$ in (20) that

$$
\tilde{\lambda}_{k}\left[F_{y}\left(x_{k-1}, \tilde{y}_{k}\right)+\tilde{d}_{k}\right]+\tilde{y}_{k}-y_{k-1}=0, \quad \tilde{\lambda}_{k}\left[F_{x}\left(\tilde{x}_{k}, \tilde{y}_{k}\right)+\tilde{c}_{k}\right]+\tilde{x}_{k}-x_{k-1}=0 .
$$

Clearly, the fact that $\sigma_{x}=\sigma_{y}=\tilde{\sigma}_{y}=\epsilon_{k}^{x}=\epsilon_{k}^{y}=0$ and the two identities above imply that all the inequalities in (8), (9) and (10) are satisfied. The inclusions in (8) and (10) hold from the definitions of $D, \epsilon_{k}^{y}, \tilde{d}_{k}, C, \epsilon_{k}^{x}$ and $\tilde{c}_{k}$ in (18) and (22), and the inclusion in (24). Hence, statement c) follows.

Finally, the definitions of $F$ in (18), $\tilde{v}_{k}$ in (21), and $\tilde{c}_{k}$ and $\tilde{d}_{k}$ in (22), imply that

$$
\tilde{v}_{k}=F\left(\tilde{x}_{k}, \tilde{y}_{k}\right)+\left(\tilde{c}_{k}, \tilde{d}_{k}\right) .
$$

This observation together with the fact that $\epsilon_{k}^{x}=\epsilon_{k}^{y}=0$ then imply that steps 2 and 3 of Algorithm 1 are equivalent to steps 3 and 4 of the A-BD-HPE framework. Therefore, the conclusion of the proposition follows.

We now specialize the convergence rate results of Sect. 2, namely Theorems 2.3 and 2.4, to the context of Algorithm 1. First, define for every non-singular linear mapping $\mathcal{B}: \mathcal{Y} \rightarrow \mathcal{Y}$ and $y \in \mathcal{Y} \backslash\{0\}$ the following quantity

$$
\begin{equation*}
\xi(\mathcal{B}, y):=\frac{\|\mathcal{B} y\|}{\|\mathcal{B}\|\|y\|} \in\left[\frac{1}{\kappa(\mathcal{B})}, 1\right] \tag{25}
\end{equation*}
$$

where $\kappa(\mathcal{B}):=\left\|\mathcal{B}^{-1}\right\|\|\mathcal{B}\|$ denotes the condition number of $\mathcal{B}$. Note that for any scalar $\theta \in \mathbb{R} \backslash\{0\}$ we have that $\xi(\theta \mathcal{B}, y)=\xi(\mathcal{B}, y)$ and $\xi(\theta \mathcal{I}, y)=1$.

Theorem 3.3 Consider the sequences $\left\{\left(x_{k}, y_{k}\right)\right\}$ and $\left\{\left(\tilde{x}_{k}, \tilde{y}_{k}\right)\right\}$ generated by Algorithm 1, the sequence $\left\{\tilde{z}_{k}\right\}$ defined as in (23), the sequences $\left\{\left(\tilde{x}_{k}^{a}, \tilde{y}_{k}^{a}\right)\right\}$ and $\left\{\tilde{c}_{k}^{a}\right\}$ defined as in (14), and the sequence $\left\{\tilde{z}_{k}^{a}\right\}$ defined by $\tilde{z}_{k}^{a}=-\tilde{c}_{k}^{a}$ for every $k \in \mathbb{N}$. Let $\mathcal{X}^{*}$ and $\mathcal{Y}^{*}$ denote the set of optimal solutions of (1) and (2), respectively, and $\left(x^{*}, y^{*}\right) \in \mathcal{X}^{*} \times \mathcal{Y}^{*}$ be such that

$$
\begin{align*}
d_{0, x} & :=\min \left\{\left\|x_{0}-x\right\|: x \in \mathcal{X}^{*}\right\}=\left\|x_{0}-x^{*}\right\|, \\
d_{0, y} & :=\min \left\{\left\|y_{0}-y\right\|: y \in \mathcal{Y}^{*}\right\}=\left\|y_{0}-y^{*}\right\| \tag{26}
\end{align*}
$$

Then, for every $k \in \mathbb{N}$, the following statements hold:
(a) $\tilde{x}_{k} \in K, \tilde{z}_{k} \in K^{*},\left\langle\tilde{x}_{k}, \tilde{z}_{k}\right\rangle=0$, and if $\sigma<1$, there exists $i \leq k$ such that

$$
\begin{align*}
& \left\|\mathcal{A}^{*} \tilde{y}_{i}+\tilde{z}_{i}-c\right\|^{2}+\left\|\mathcal{U}^{-1 / 2}\left(\mathcal{A} \tilde{x}_{i}-b\right)\right\|^{2} \\
& \quad \leq\left(\frac{1+\sigma}{1-\sigma}\right)\left\|\mathcal{U}^{-1 / 2} \mathcal{A}\right\|^{2} \frac{d_{0, x}^{2}+\xi_{0}(\mathcal{U})\|\mathcal{U}\| d_{0, y}^{2}}{k \sigma^{2}} \tag{27}
\end{align*}
$$

where $\xi_{0}(\mathcal{U}):=\left[\xi\left(\mathcal{U}^{1 / 2}, y_{0}-y^{*}\right)\right]^{2}$.
(b) $\tilde{x}_{k}^{a} \in K, \tilde{z}_{k}^{a} \in K^{*}$ and

$$
\begin{gathered}
\left\|\mathcal{A}^{*} \hat{y}_{k}^{a}+\tilde{z}_{k}^{a}-c\right\|^{2}+\left\|\mathcal{U}^{-1 / 2}\left(\mathcal{A} \tilde{x}_{k}^{a}-b\right)\right\|^{2} \leq\left\|\mathcal{U}^{-1 / 2} \mathcal{A}\right\|^{2} \frac{d_{0, x}^{2}+\xi_{0}(\mathcal{U})\|\mathcal{U}\| d_{0, y}^{2}}{(k \sigma)^{2}}, \\
\left\langle\tilde{x}_{k}^{a}, \tilde{z}_{k}^{a}\right\rangle \leq(2+8 \sigma)\left\|\mathcal{U}^{-1 / 2} \mathcal{A}\right\| \frac{d_{0, x}^{2}+\xi_{0}(\mathcal{U})\|\mathcal{U}\| d_{0, y}^{2}}{k \sigma}
\end{gathered}
$$

Proof We first prove statement (a). Let $k \in \mathbb{N}$ be given. First note that from Proposition 3.2(d) we have $\tilde{z}_{k} \in K^{*}$ and $\left\langle\tilde{x}_{k}, \tilde{z}_{k}\right\rangle=0$. Observe also that $\mathcal{X}^{*} \times \mathcal{Y}^{*}$ is the set of solutions of the inclusion problem (6) and (18) (see the fourth observation after (15)). Let $d_{0}$ denote the distance of $\left(x_{0}, y_{0}\right)$ to $\mathcal{X}^{*} \times \mathcal{Y}^{*}$ with respect to the scaled norm $\|\cdot\| \mathcal{X}, \mathcal{Y}$, and observe that the definitions of $\left(x^{*}, y^{*}\right), d_{0, x}, d_{0, y}$ and $\xi_{0}(\mathcal{U})$ imply

$$
\begin{aligned}
d_{0}^{2} & \leq\left\|x_{0}-x^{*}\right\|_{\mathcal{X}}^{2}+\left\|y_{0}-y^{*}\right\|_{\mathcal{Y}}^{2}=\left\|x_{0}-x^{*}\right\|^{2}+\left\|\mathcal{U}^{1 / 2}\left(y_{0}-y^{*}\right)\right\| \\
& =d_{0, x}^{2}+\xi_{0}(\mathcal{U})\|\mathcal{U}\| d_{0, y}^{2}
\end{aligned}
$$

Moreover, by Proposition 3.2 and Theorem 2.3 with $\alpha=1$, we conclude that if $\sigma<1$, there exists $i \leq k$ such that

$$
\begin{aligned}
\| c & -\mathcal{A}^{*} \tilde{y}_{i}+\tilde{c}_{i}\left\|_{\mathcal{X}}^{2}+\right\| \mathcal{U}^{-1}\left(\mathcal{A} \tilde{x}_{i}-b\right)+\tilde{d}_{i} \|_{\mathcal{Y}}^{2} \\
& \leq\left(\frac{1+\sigma}{1-\sigma}\right) \frac{d_{0}^{2}}{\lambda_{i} \sum_{j=1}^{k} \lambda_{j}} \leq\left(\frac{1+\sigma}{1-\sigma}\right) \frac{d_{0}^{2}}{\tilde{\lambda}^{2} k} \\
& =\left(\frac{1+\sigma}{1-\sigma}\right)\left\|\mathcal{U}^{-1 / 2} \mathcal{A}\right\|^{2} \frac{d_{0}^{2}}{k \sigma^{2}},
\end{aligned}
$$

where the second inequality follows from Proposition 2.2 with $\tilde{\lambda}_{k}=\tilde{\lambda}$, and the last equality follows from the definition of $\tilde{\lambda}$ in (19). Also, in view of (17) and the definitions of $\tilde{d}_{i}$ and $\tilde{c}_{i}$ in (22), we have

$$
\begin{aligned}
\left\|c-\mathcal{A}^{*} \tilde{y}_{i}+\tilde{c}_{i}\right\|_{\mathcal{X}}^{2} & =\left\|\mathcal{A}^{*} \tilde{y}_{i}+\tilde{z}_{i}-c\right\|^{2} \\
\left\|\mathcal{U}^{-1}\left(\mathcal{A} \tilde{x}_{i}-b\right)+\tilde{d}_{i}\right\|_{\mathcal{Y}}^{2} & =\left\|\mathcal{U}^{-1 / 2}\left(\mathcal{A} \tilde{x}_{i}-b\right)\right\|^{2}
\end{aligned}
$$

Then, combining the last four relations we obtain (27), and hence statement (a) follows.

Statement (b) can be proved in a similar way using Theorem 2.4 instead of Theorem 2.3.

We now make several remarks about Theorem 3.3. For the sake of simplicity, we will focus our discussion on the point-wise convergence rate bound (27). Define the self-adjoint positive definite linear mapping $\mathcal{U}_{0}: \mathcal{Y} \rightarrow \mathcal{Y}$ as

$$
\mathcal{U}_{0}:=\mathcal{A} \mathcal{A}^{*} .
$$

First, the term $\left\|\mathcal{U}^{-1 / 2} \mathcal{A}\right\|$ in the right hand side of (27) is minimized over the class $\mathcal{C}(\mathcal{A})$ consisting of all self-adjoint positive definite linear mappings $\mathcal{U}: \mathcal{Y} \rightarrow \mathcal{Y}$ satisfying $\left\|\mathcal{U}^{-1 / 2} \mathcal{A}\right\|^{2}=\|\mathcal{A}\|^{2} /\|\mathcal{U}\|$, or equivalently,

$$
\begin{equation*}
\left\|\mathcal{U}^{-1 / 2} \mathcal{U}_{0}^{1 / 2}\right\|^{2}=\left\|\mathcal{U}_{0}\right\| /\|\mathcal{U}\| . \tag{28}
\end{equation*}
$$

Note that any positive multiple of the identity operator $\mathcal{I}$ or the operator $\mathcal{U}_{0}$ belongs to $\mathcal{C}(\mathcal{A})$. In view of this remark, we will assume from now on that $\mathcal{U} \in \mathcal{C}(\mathcal{A})$, and within this class we will consider the subclass $\mathcal{C}_{\theta}(\mathcal{A})$ consisting of the operators $\mathcal{U} \in \mathcal{C}(\mathcal{A})$ such that $\|\mathcal{U}\|=\theta$, where $\theta>0$ is some pre-specified scalar. Second, recall that the definition of the term $\xi_{0}(\mathcal{U})$ implies that $\xi_{0}(\mathcal{U}) \in[1 / \kappa(\mathcal{U}), 1]$ and that $\xi_{0}(\theta \mathcal{I})=1$. Hence, $\mathcal{U}=\theta \mathcal{I}$ maximizes $\xi_{0}(\mathcal{U})$ over $\mathcal{C}_{\theta}(\mathcal{A})$. Also, it is interesting to observe that the best possible value $\xi_{0}(\mathcal{U})$ might take over $\mathcal{C}(\mathcal{A})$, namely $1 / \kappa(\mathcal{U})$, achieves its minimum value when $\mathcal{U}$ is a positive multiple of $\mathcal{U}_{0}$. Indeed, in view of (28) and the definition of $\kappa(\cdot)$, we have

$$
\begin{aligned}
\kappa(\mathcal{U}) & =\|\mathcal{U}\|\left\|\mathcal{U}^{-1}\right\|=\|\mathcal{U}\|\left\|\mathcal{U}^{-1 / 2}\right\|^{2} \leq\|\mathcal{U}\|\left\|\mathcal{U}^{-1 / 2} \mathcal{U}_{0}^{1 / 2}\right\|^{2}\left\|\mathcal{U}_{0}^{-1 / 2}\right\|^{2} \\
& =\|\mathcal{U}\| \frac{\left\|\mathcal{U}_{0}\right\|}{\|\mathcal{U}\|}\left\|\mathcal{U}_{0}^{-1}\right\|=\kappa\left(\mathcal{U}_{0}\right), \quad \forall \mathcal{U} \in \mathcal{C}(\mathcal{A}) .
\end{aligned}
$$

Third, if you view the vector $u_{0}:=\left(y_{0}-y^{*}\right) /\left\|y_{0}-y^{*}\right\|$ as being uniformly distributed on the unit sphere, then Lemma 5.1 and the definition of $\xi_{0}(\mathcal{U})$ implies that the expected value of $\xi_{0}(\mathcal{U})$ with respect to $u_{0}$ is $\operatorname{tr}(\mathcal{U}) /(m\|\mathcal{U}\|)$, or in words, the average of the eigenvalues of $\mathcal{U}$ divided by the maximum eigenvalue of $\mathcal{U}$. Hence, if $\mathcal{U}_{0}$ is such that $\operatorname{tr}\left(\mathcal{U}_{0}\right) /\left(m\left\|\mathcal{U}_{0}\right\|\right)$ is of the same order of magnitude as $1 / \kappa\left(\mathcal{U}_{0}\right)$ and $\mathcal{U}_{0}$ is ill-conditioned, then the choice of $\mathcal{U}=\theta \mathcal{U}_{0} /\left\|\mathcal{U}_{0}\right\|$ from the class $\mathcal{C}_{\theta}(\mathcal{A})$ for Algorithm 1 will be nearly optimal in the sense of minimizing $\xi_{0}(\mathcal{U})$. Note that the latter condition happens when $\mathcal{U}_{0}$ is ill-conditioned and most of the eigenvalues of $\mathcal{U}_{0}$ are relatively close to its minimum eigenvalue.

We will now interpret the bound (27) from a geometrical point of view. Define the primal and dual manifolds as

$$
\mathcal{M}_{p}:=\{x: \mathcal{A} x=b\}, \quad \mathcal{M}_{d}:=\left\{c-\mathcal{A}^{*} y: y \in \mathcal{Y}\right\}
$$

and define

$$
\begin{equation*}
\hat{\xi}_{i}(\mathcal{U}):=\left(\frac{1}{\xi\left(\mathcal{U}^{-1 / 2} \mathcal{U}_{0}^{1 / 2}, \mathcal{U}_{0}^{-1 / 2}\left(\mathcal{A} \tilde{x}_{i}-b\right)\right)}\right)^{2} . \tag{29}
\end{equation*}
$$

For every $\mathcal{U} \in \mathcal{C}_{\theta}(\mathcal{A})$, we can easily see that (27), (28), the definition of $\operatorname{dist}_{C}(\cdot)$ in (5), and the fact that $\|\mathcal{U}\|=\theta$ and $\left\|\mathcal{U}^{-1 / 2} \mathcal{A}\right\|=\left\|\mathcal{U}^{-1 / 2} \mathcal{U}_{0}^{1 / 2}\right\|$, imply

$$
\begin{equation*}
\left[\operatorname{dist}_{\mathcal{M}_{d}}\left(\tilde{z}_{i}\right)\right]^{2} \leq\left\|\mathcal{A}^{*} \tilde{y}_{i}+\tilde{z}_{i}-c\right\|^{2} \leq\left(\frac{1+\sigma}{1-\sigma}\right) \frac{\left\|\mathcal{U}_{0}\right\|}{k \sigma^{2}}\left(\frac{d_{0, x}^{2}}{\theta}+\xi_{0}(\mathcal{U}) d_{0, y}^{2}\right) \tag{30}
\end{equation*}
$$

We will now bound the distance $\operatorname{dist}_{\mathcal{M}_{p}}\left(\tilde{x}_{i}\right)$. First, it is easy to see that

$$
\operatorname{dist}_{\mathcal{M}_{p}}\left(\tilde{x}_{i}\right)=\left\|\mathcal{U}_{0}^{-1 / 2}\left(\mathcal{A} \tilde{x}_{i}-b\right)\right\| .
$$

Hence, for every $\mathcal{U} \in \mathcal{C}_{\theta}(\mathcal{A})$, we have that (27), (25), (29), and the fact that $\|\mathcal{U}\|=\theta$ and $\left\|\mathcal{U}^{-1 / 2} \mathcal{A}\right\|=\left\|\mathcal{U}^{-1 / 2} \mathcal{U}_{0}^{1 / 2}\right\|$, imply

$$
\begin{align*}
{\left[\operatorname{dist}_{\mathcal{M}_{p}}\left(\tilde{x}_{i}\right)\right]^{2} } & =\left\|\mathcal{U}_{0}^{-1 / 2}\left(\mathcal{A} \tilde{x}_{i}-b\right)\right\|^{2} \\
& =\left(\frac{\left\|\mathcal{U}^{-1 / 2}\left(\mathcal{A} \tilde{x}_{i}-b\right)\right\|}{\xi\left(\mathcal{U}^{-1 / 2} \mathcal{U}_{0}^{1 / 2}, \mathcal{U}_{0}^{-1 / 2}\left(\mathcal{A} \tilde{x}_{i}-b\right)\right)\left\|\mathcal{U}^{-1 / 2} \mathcal{U}_{0}^{1 / 2}\right\|}\right)^{2} \\
& =\frac{\hat{\xi}_{i}(\mathcal{U})}{\left\|\mathcal{U}^{-1 / 2} \mathcal{U}_{0}^{1 / 2}\right\|^{2}}\left\|\mathcal{U}^{-1 / 2}\left(\mathcal{A} \tilde{x}_{i}-b\right)\right\|^{2} \\
& \leq\left(\frac{1+\sigma}{1-\sigma}\right) \frac{\hat{\xi}_{i}(\mathcal{U})}{k \sigma^{2}}\left(d_{0, x}^{2}+\xi_{0}(\mathcal{U}) \theta d_{0, y}^{2}\right) \tag{31}
\end{align*}
$$

Note that the definition of the term $\hat{\xi}_{i}(\mathcal{U})$ implies that $\hat{\xi}_{i}(\mathcal{U}) \in\left[1,\left(\kappa\left(\mathcal{U}^{-1 / 2} \mathcal{U}_{0}^{1 / 2}\right)\right)^{2}\right]$. Hence, the choice of $\mathcal{U}=\theta \mathcal{U}_{0} /\left\|\mathcal{U}_{0}\right\|$ minimizes $\hat{\xi}_{i}(\mathcal{U})$ over $\mathcal{C}_{\theta}(\mathcal{A})$ which, in view of the observations about the term $\xi_{0}(\mathcal{U})$ above, can lead to nearly optimal bounds for the distances to the primal and dual manifolds in (31) and (30), respectively.

The convergence rate bounds in (30) and (31), not only highlight the benefits obtained by $\xi_{0}(\mathcal{U}) \leq 1$ for an ill-conditioned $\mathcal{U}$, but also suggest how the magnitude of $\|\mathcal{U}\|=\theta$ affects the size of the primal and dual residuals. More specifically, viewing all the quantities in (30) and (31), with the exception of $\theta$, as constants, and noting that

$$
\begin{aligned}
{\left[\operatorname{dist}_{\mathcal{M}_{p}}\left(\tilde{x}_{i}\right)\right]^{2} } & =\frac{\left\|\mathcal{U}_{0}^{-1 / 2}\left(\mathcal{A} \tilde{x}_{i}-b\right)\right\|^{2}\left\|\mathcal{U}_{0}^{1 / 2}\right\|^{2}}{\left\|\mathcal{A} \tilde{x}_{i}-b\right\|^{2}} \frac{\left\|\mathcal{A} \tilde{x}_{i}-b\right\|^{2}}{\left\|\mathcal{U}_{0}^{1 / 2}\right\|^{2}} \\
& =\frac{\hat{\xi}_{i}(\mathcal{I})\left\|\mathcal{A} \tilde{x}_{i}-b\right\|^{2}}{\left\|\mathcal{U}_{0}\right\|} \geq \frac{\left\|\mathcal{A} \tilde{x}_{i}-b\right\|^{2}}{\left\|\mathcal{U}_{0}\right\|}
\end{aligned}
$$

we can see that the primal and dual residuals are

$$
\left\|\mathcal{A} \tilde{x}_{i}-b\right\|^{2}=\mathcal{O}\left(\max \left\{1, \theta^{1 / 2}\right\}\right), \quad\left\|\mathcal{A}^{*} \tilde{y}_{i}+\tilde{z}_{i}-c\right\|^{2}=\mathcal{O}\left(\max \left\{1, \theta^{-1 / 2}\right\}\right)
$$

respectively. Hence, as $\theta \rightarrow 0$, the dual residual can become significantly larger than the primal one while, as $\theta \rightarrow \infty$, the primal residual can become significantly larger than the dual one. In fact, we have observed in our computational experiments that these residuals behave exactly as just described. In Sect. 4, we will use $\mathcal{U}=\theta \mathcal{U}_{0}$ and a dynamic choice of the scaling parameter $\theta$ in our implementation of Algorithm 1 so as to empirically balance the primal and dual residuals and as a consequence improve the practical performance of the method.

## 4 Implementation details and numerical results

In this section, we describe all the ingredients needed to speed-up the implementation of Algorithm 1, and present numerical results demonstrating the efficiency of the
resulting method for solving many large instances of (1) and (4). More specifically, we describe two important ingredients, namely: (i) convenient choice of initial primal and dual iterates, and initial parameter for the scaled inner product (17) on the space $\mathcal{X}$, and; (ii) dynamic change of the scaled inner product in the $\mathcal{X}$ space as the algorithm progresses, with the aim of properly balancing the sizes of the primal and dual relative residuals. This section also contains five subsections reporting computational results which compare our method with the ones in [9, 15] and [22] for various types of conic semidefinite programming problems.

For every $k \in \mathbb{N}$, define the primal and dual relative residuals as

$$
\begin{equation*}
\epsilon_{P, k}:=\frac{\left\|\mathcal{A} \tilde{x}_{k}-b\right\|}{1+\|b\|}, \quad \epsilon_{D . k}:=\frac{\left\|\mathcal{A}^{*} \tilde{y}_{k}+\tilde{z}_{k}-c\right\|}{1+\|c\|} \tag{32}
\end{equation*}
$$

where $\left\{\tilde{x}_{k}\right\}$ and $\left\{\tilde{y}_{k}\right\}$ are the sequence generated by Algorithm 1 , and $\left\{\tilde{z}_{k}\right\}$ is given by (23). In our implementation, we used the stopping criterion

$$
\begin{equation*}
\max \left\{\epsilon_{P, k}, \epsilon_{D, k}\right\} \leq \bar{\epsilon}, \tag{33}
\end{equation*}
$$

where $\bar{\epsilon}>0$ is a given tolerance. We observe that the complementarity measure is $\left\langle\tilde{x}_{k}, \tilde{z}_{k}\right\rangle=0$ for every $k \in \mathbb{N}$, in view of Theorem 3.3(a). We note that the two methods we compare our code to also use the stopping criterion (33) and satisfy the later complementarity property.

Our implementation chooses the initial iterates $x_{0}$ and $y_{0}$ as

$$
\begin{equation*}
x_{0}=0, \quad y_{0}=\arg \min \left\|\mathcal{A}^{*} y-c\right\|=\mathcal{U}_{0}^{-1} \mathcal{A} c \tag{34}
\end{equation*}
$$

Another possibility would be to choose $x_{0}$ as the vector with minimum norm lying in the manifold $\{x \in \mathcal{X}: \mathcal{A} x=b\}$. However, the computational results reported in this paper are based on the choice of the initial iterates given by (34).

Our benchmark is based on an implementation of Algorithm 1 in which $\sigma=0.99$ and the operator $\mathcal{U}$ is chosen as

$$
\begin{equation*}
\mathcal{U}=\theta \mathcal{U}_{0} \tag{35}
\end{equation*}
$$

where $\theta$ is dynamically updated whenever a specified number of iterations is performed. In the next two paragraphs we discuss how to initialize $\theta$ and the scheme for dynamically updating it.

First we discuss how to initialize $\theta$. Note that the choice (35) of $\mathcal{U}$ implies that $\left\|\mathcal{U}^{-1 / 2} \mathcal{A}\right\|=\theta^{-1 / 2}$, and hence

$$
\tilde{\lambda}=\sigma \theta^{1 / 2}
$$

in view of (19). This observation together with (32), (23) and (34) imply that the initial relative residuals $\epsilon_{P, 1}$ and $\epsilon_{D, 1}$ as a function of $\theta$ are given by

$$
\begin{align*}
& \epsilon_{P, 1}=\epsilon_{P, 1}(\theta):=\frac{\left\|\mathcal{A} \tilde{x}_{1}(\theta)-b\right\|}{1+\|b\|} \\
& \epsilon_{D, 1}=\epsilon_{D, 1}(\theta):=\frac{\left\|\left(x_{0}-\tilde{x}_{1}(\theta)\right) / \tilde{\lambda}\right\|}{1+\|c\|}=\frac{\left\|\sigma^{-1} \theta^{-1 / 2} \tilde{x}_{1}(\theta)\right\|}{1+\|c\|} \tag{36}
\end{align*}
$$

where

$$
\begin{aligned}
\tilde{x}_{1} & =\tilde{x}_{1}(\theta):=\Pi_{K}\left[x_{0}-\tilde{\lambda}\left(c-\mathcal{A}^{*} \tilde{y}_{1}\right)\right]=\Pi_{K}\left[x_{0}-\tilde{\lambda}\left(c-\mathcal{A}^{*}\left(y_{0}-\tilde{\lambda} \mathcal{U}^{-1}\left(\mathcal{A} x_{0}-b\right)\right)\right)\right] \\
& =\sigma \theta^{1 / 2} \Pi_{K}\left[-c+\mathcal{A}^{*}\left(y_{0}+\sigma \theta^{1 / 2} \mathcal{U}^{-1} b\right)\right] .
\end{aligned}
$$

Using the definition of $y_{0}$ in (34), we easily see that $\left\|\mathcal{A}^{*} y_{0}-c\right\| \leq\|c\|$, and hence, as $\theta \rightarrow 0$, we have from (36) that

$$
\begin{aligned}
& \epsilon_{P, 1}(\theta) \rightarrow \frac{\|b\|}{1+\|b\|}<1, \\
& \epsilon_{D, 1}(\theta) \rightarrow \frac{\left\|\Pi_{K}\left[\mathcal{A}^{*} y_{0}-c\right]\right\|}{1+\|c\|} \leq \frac{\left\|\mathcal{A}^{*} y_{0}-c\right\|}{1+\|c\|} \leq \frac{\|c\|}{1+\|c\|}<1,
\end{aligned}
$$

As a consequence, we can always choose an initial $\theta$ so as to enforce $\max \left\{\epsilon_{P, 1}, \epsilon_{D, 1}\right\}$ to be $\mathcal{O}(1)$. In fact, in our implementation we use the following procedure. Given a constant $\rho \geq 1$, we check whether $\max \left\{\epsilon_{P, 1}(1), \epsilon_{D, 1}(1)\right\} \leq \rho$. If so, we set the initial $\theta$ to be 1 , otherwise we successively divide the current value of $\theta$ by 2 until $\max \left\{\epsilon_{P, 1}(\theta), \epsilon_{D, 1}(\theta)\right\} \leq \rho$ is satisfied, and use this value as the initial $\theta$. The motivation behind this initial choice of $\theta$ is to guarantee that the initial primal and dual relative residuals $\epsilon_{P, k}$ and $\epsilon_{D, k}$ are not too large at the first iteration of Algorithm 1.

Even though, the convergence rate bounds of Theorem 3.3 are guaranteed for a fixed value of $\theta$, we have used in our computational results the heuristic of changing $\theta$ every time a specified number $\bar{k}$ of iterations have been performed. The motivation for dynamically changing $\theta$, is that our preliminary computational experiments have suggested us that the performance of the method is improved as $\epsilon_{P, k}$ and $\epsilon_{D, k}$ are of the same order of magnitude. More specifically, if $\theta_{k}$ denotes the dynamic value of $\theta$ at the $k$ th iteration of the algorithm, we use the following rule for updating $\theta_{k}$,

$$
\theta_{k}=\left\{\begin{array}{ll}
\theta_{k-1}, & k \not \equiv 0 \bmod \bar{k} \text { or } \gamma^{-1} \leq \epsilon_{P, k-1} / \epsilon_{D, k-1} \leq \gamma, \\
\theta_{k-1} \cdot \tau, & k \equiv 0 \bmod \bar{k} \text { and } \epsilon_{P, k-1} / \epsilon_{D, k-1}>\gamma, \\
\theta_{k-1} / \tau, & k \equiv 0 \bmod \bar{k} \text { and } \epsilon_{D, k-1} / \epsilon_{P, k-1}>\gamma,
\end{array} \quad \forall k \geq 2,\right.
$$

for some pre-specified integer $\bar{k} \geq 1$, and scalars $\gamma>1$ and $0<\tau<1$. In our computational experiments, we have used $\bar{k}=5, \gamma=1.5$ and $\tau=0.9$. Note that this update rule is motivated by the last observation in Sect. 3. In summary, the update rule changes the value of $\theta$ at most a single time in the right direction, so as to balance the sizes of the primal and dual relative residuals based on the information provided by their values at the previous iteration. We should emphasize that convergence rate bounds for Algorithm 1 endowed with this updating rule are not available, but we have observed that this variant of Algorithm 1 performs extremely well.

In our computational experiments, we will refer to the variant of Algorithm 1 described above as the dynamically scaled adaptive block-decomposition (DSA-BD) method for solving (1). This variant was implemented for spaces $\mathcal{X}$ and $\mathcal{Y}$, and cone $K$ given as in (4). Hence, our code is able to solve conic programming problems given in standard form (i.e., as in (1)) with $n_{u}$ unrestricted scalar variables, $n_{l}$ nonnegative scalar variables and an $n_{s} \times n_{s}$ positive semidefinite symmetric matrix variable. The
inner products (before scaling) used in $\mathcal{X}$ and $\mathcal{Y}$ are the standard ones, namely: the scalar inner product in $\mathcal{Y}$ and the following inner product in $\mathcal{X}$

$$
\langle x, \tilde{x}\rangle:=x_{v}^{T} \tilde{x}_{v}+X_{s} \bullet \tilde{X}_{s}
$$

for every $x=\left(x_{v}, X_{s}\right) \in \mathbb{R}^{n_{u}+n_{l}} \times \mathcal{S}^{n_{s}}$ and $\tilde{x}=\left(\tilde{x}_{v}, \tilde{X}_{s}\right) \in \mathbb{R}^{n_{u}+n_{l}} \times \mathcal{S}^{n_{s}}$, where $X \bullet Y:=\operatorname{Tr}\left(X^{T} Y\right)$ for every $X, Y \in \mathcal{S}^{n_{s}}$.

We present a computational benchmark of our algorithm (DSA-BD) compared to the semismooth Newton-CG augmented Lagrangian (SDPNAL) method in [22] and the boundary-point (BP) method in [9, 15]. We implemented the DSA-BD method in MATLAB using the SDPT3 data structures described in [20], but without exploiting any possible block sparsity on the semidefinite variable $X_{s}$. All the tests were made using a server with 2 Xeon X5460 processors at 3.16 GHz and 32 GB RAM.

Various large-scale SDP problems are solved to obtain this benchmark, ranging from purely random to SDP relaxations of combinatorial optimization problems such as the frequency assignment problem (FAP), the binary integer quadratic (BIQ) problem, the quadratic assignment problem (QAP) and the maximum stable set problem (Lovász $\theta$-function and $\theta_{+}$-function). In the following subsections, we describe in detail the problems included in our computational tests but before that, we make some general remarks about how the results are reported on the several tables given in the electronic supplementary material. In Tables 1 and 11, we compare our method to BP and SDPNAL methods while, in Tables 3, 5, 6, 9 and 13, we compare it against SDPNAL only due to the fact that the current version of the BP method available to us only accepts conic optimization SDP problems without nonnegative scalar variables. In some of these tables, we report computational results for the same problem using two different tolerances. They are listed in two different rows of the table to the right of the name and size of the instance. We mark the time and the residual for a method in red, and also with an asterisk (*), whenever the instance cannot be solved to the required accuracy, with the convention that the time and residual reported are the ones obtained at the last iteration of the method. Also, the time marked in blue in a row is the best one among the times listed in that row under the convention that when a method cannot solve the instance, the corresponding time is assumed to be $\infty$.

Observe that the final relative residuals obtained by BP and DSA-BD are very close to the desired accuracy when the latter is achieved. On the other hand, the ones obtained by SDPNAL can be noticeably smaller than the desired accuracy when the latter is achieved. This is due to the fact that SDPNAL is a second-order method and therefore it performs much fewer (and computationally more expensive) iterations than the other two methods. As a result, SDPNAL improves the relative residuals in a single iteration substantially more than the other two methods.

In Tables 2, 4, 7, 8, 10, 12 and 14, we report more detailed computational results obtained by our method DSA-BD. We do not report the violations to the conditions $\tilde{x} \in K, \tilde{z} \in K^{*},\langle\tilde{x}, \tilde{z}\rangle=0$, since they are satisfied up to machine precision at every iteration of the DSA-BD algorithm applied to all the instances in our benchmark.

Finally, we recall the following definition of a performance profile. For a given instance, a method $A$ is said to be at most $x$ times slower than method $B$, if the time taken by method $A$ is at most $x$ times the time taken by method $B$. A point $(x, y)$ is in the performance profile curve of a method if it can solve exactly (100y) \% of all

Fig. 1 Performance profiles of DSA-BD and SDPNAL for solving 281 conic semidefinite programming problems with accuracy $\bar{\epsilon}=10^{-6}$

the tested instances $x$ times slower than any other competing method. Figure 1 plots the performance profiles (see [6]) of DSA-BD and SDPNAL methods based on all instances used in our benchmark. Note that the curve for SDPNAL becomes flat for $x \geq 6$ at a $y$ value equal to about 0.5 . This is due to the fact that SDPNAL fails to solve about $50 \%$ of the instances, although it is faster than DSA-BD on $18 \%$ of the instances. Other performance profiles based on instances belonging to the same class of conic programming problems will be reported in the subsequent subsections.

### 4.1 Random SDPs

This subsection compares the performance of our method DSA-BD with that of BP and SDPNAL on a collection of random sparse SDP problems. These instances were also used in [9] to report the performance of BP introduced in [15].

Table 1 compares the three methods on a collection of random sparse SDP instances using the tolerance $\bar{\epsilon}=10^{-6}$. Table 2 gives more detailed computational results on these instances obtained by our method DSA-BD, such as the objective values, number of iterations, and the primal and dual relative residuals. Figure 2 plots the performance profiles of the three methods based on these random sparse SDP instances only.

Note that DSA-BD finds a solution with an accuracy of at least $10^{-6}$ faster than BP and SDPNAL do in most of the random sparse SDP instances tested. In particular, DSA-BD is the fastest method on the larger instances.

Fig. 2 Performance profiles of DSA-BD, SDPNAL and BP for solving 24 random SDP problems with accuracy $\bar{\epsilon}=10^{-6}$


### 4.2 Frequency assignment problems

This subsection compares the performance of our method DSA-BD with that of SDPNAL on a collection of SDP relaxations of FAPs.

The SDP relaxation of the FAP can be described as follows (see for example Sect. 2.4 in [4]). Given a network represented by a graph $G$ and an edge-weight matrix $W$, the frequency assignment problem on $G$ can be formulated as a $k$-cut problem

$$
\begin{array}{ll}
\max & {\left[\left(\frac{k-1}{2 k}\right) L(G, W)-\frac{1}{2} \operatorname{Diag}(W e)\right] \bullet X} \\
\text { s.t. } & -E^{i j} \bullet X \leq 2 /(k-1) \quad \forall(i, j) \\
& -E^{i j} \bullet X=2 /(k-1) \quad \forall(i, j) \in U \subseteq E \\
& \operatorname{diag}(X)=e, \quad X \succeq 0, \quad \operatorname{rank}(X)=k,
\end{array}
$$

where $k>1$ is an integer, $L(G, W):=\operatorname{Diag}(W e)-W$ is the Laplacian matrix, $E^{i j}=$ $e_{i} e_{j}^{T}+e_{j} e_{i}^{T}$ with $e_{i} \in \mathbb{R}^{n}$ the vector with all zeros except in the $i$ th position and $e \in \mathbb{R}^{n}$ is the vector with all ones. An SDP relaxation of the problem above is obtained by dropping the rank restriction and the inequality constraint for the non-edges to obtain the following formulation

$$
\max \left[\left(\frac{k-1}{2 k}\right) L(G, W)-\frac{1}{2} \operatorname{Diag}(W e)\right] \bullet X
$$

Fig. 3 Performance profiles of DSA-BD and SDPNAL for solving 10 SDP relaxations of FAPs with accuracy $\bar{\epsilon}=10^{-6}$


$$
\begin{array}{lll}
\text { s.t. } & -E^{i j} \bullet X \leq 2 /(k-1) & \forall(i, j) \in E \backslash U \\
& -E^{i j} \bullet X=2 /(k-1) \quad \forall(i, j) \in U \subseteq E \\
& \operatorname{diag}(X)=e, \quad X \succeq 0 .
\end{array}
$$

Table 3 compares the two methods on a collection of SDP relaxations of FAPs using the tolerances $\bar{\epsilon}=10^{-5}, 10^{-6}$. In this table, computational results for each instance are reported in two rows, the first one for $\bar{\epsilon}=10^{-5}$, and the second one for $\bar{\epsilon}=10^{-6}$. Table 4 gives more detailed computational results on these instances obtained by our method DSA-BD, such as the objective values, number of iterations, and the primal and dual relative residuals. Figure 3 plots the performance profiles of both methods based on these SDP relaxations of FAPs.

Note that our method performs better than SDPNAL on large SDP relaxations of FAPs (i.e., fap25 and fap36).

### 4.3 Binary integer quadratic problems

This subsection compares the performance of our method DSA-BD with that of SDPNAL on a collection of SDP relaxations of BIQ problems.

The SDP relaxation of the BIQ problem can be described as follows (see for example Sect. 7 in [22]). Given an $n \times n$ symmetric matrix $Q$ the BIQ problem can be formulated as

$$
\min \left\{x^{T} Q x: x \in\{0,1\}^{n}\right\}
$$

Fig. 4 Performance profiles of DSA-BD and SDPNAL for solving 161 SDP relaxations of BIQ problems with accuracy $\bar{\epsilon}=10^{-6}$


By representing the binary set $\{0,1\}^{n}$ as $\left\{x \in \mathbb{R}^{n} \mid x_{i}^{2}-x_{i}=0\right\}$, we obtain an SDP relaxation as follows

$$
\begin{array}{ll}
\min & Q \bullet X \\
\text { s.t. } & \operatorname{diag}(X)-x=0, \quad \alpha=1 \\
& {\left[\begin{array}{cc}
X & x \\
x^{T} & \alpha
\end{array}\right] \succeq 0, \quad X \geq 0, \quad x \geq 0 .}
\end{array}
$$

Tables 5 and 6 compare the two methods on a collection of SDP relaxations of BIQ problems using the tolerance $\bar{\epsilon}=10^{-6}$. Tables 7 and 8 give more detailed computational results on these instances obtained by our method DSA-BD, such as the objective values, number of iterations, and the primal and dual relative residuals. Figure 4 plots the performance profiles of both methods based on these SDP relaxations of BIQ problems.

Note that SDPNAL takes more time than DSA-BD to find a solution with an accuracy of at least $10^{-6}$ in almost all of the SDP relaxations of BIQ problems tested, and it fails to compute such a solution on more than half of these instances. On the other hand, our method DSA-BD was able to find a solution with an accuracy of at least $10^{-6}$ for all of the SDP relaxations of BIQ problems tested.

### 4.4 Quadratic assignment problems

This subsection compares the performance of our method DSA-BD with that of SDPNAL on a collection of SDP relaxations of QAPs.

Fig. 5 Performance profiles of DSA-BD and SDPNAL for solving 36 SDP relaxations of QAPs with accuracies $\bar{\epsilon}=10^{-4}, 10^{-5}$


Given the set $\Pi$ of $n \times n$ permutation matrices and $A, B \in \mathbb{R}^{n \times n}$, the quadratic assignment problem can be formulated as

$$
\min \{\langle X, A X B\rangle: X \in \Pi\} .
$$

For a matrix $X=\left[x_{1}, \ldots, x_{n}\right] \in \mathbb{R}^{n \times n}$, we will identify it with the $n^{2}$-vector $x=$ $\left(x_{1} ; \ldots ; x_{n}\right)$. For a matrix $Y \in \mathbb{R}^{n^{2} \times n^{2}}$, we let $Y^{i j}$ be the $n \times n$ block corresponding to $x_{i} x_{j}^{T}$ in the matrix $x x^{T}$. In [14], it is shown that an SDP relaxation of the QAP is

$$
\begin{array}{ll}
\max & \langle B \otimes A, Y\rangle \\
\text { s.t. } & \sum_{i=1}^{n} Y^{i i}=I, \quad\left\langle I, Y^{i j}\right\rangle=\delta_{i j} \forall 1 \leq i \leq j \leq n, \\
& \left\langle E, Y^{i j}\right\rangle=1, \quad \forall 1 \leq i \leq j \leq n, \\
& Y \succeq 0, \quad Y \geq 0,
\end{array}
$$

where $E \in \mathbb{R}^{n \times n}$ is the matrix of ones, and $\delta_{i j}=1$ if $i=j$, and 0 otherwise.
Table 9 compares the two methods on a collection of SDP relaxations of QAPs using the tolerances $\bar{\epsilon}=10^{-4}, 10^{-5}$. In this table, computational results for each instance are reported in two rows, the first one for $\bar{\epsilon}=10^{-4}$, and the second one for $\bar{\epsilon}=10^{-5}$. Table 10 gives more detailed computational results on these instances obtained by our method DSA-BD, such as the objective values, number of iterations, and the primal and dual relative residuals.

Fig. 6 Performance profiles of DSA-BD, SDPNAL and BP for solving $25 \theta(G)$ problems with accuracy $\bar{\epsilon}=10^{-6}$
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Figure 5 plots the performance profiles of both methods based on these SDP relaxations of QAPs. Note that SDPNAL fails to find a solution with an accuracy of at least $10^{-4}$ for almost all of the SDP relaxations of QAPs tested. On the other hand, our method DSA-BD was able to find a solution with an accuracy of at least $10^{-5}$ for almost all of the SDP relaxations of QAPs tested. Observe also that a flat line in this figure means that the corresponding method is faster for some instances, but fails to solve the rest of them. For example, SDPNAL is the fastest method for solving $\sim 8 \%$ of the instances with an accuracy of $\bar{\epsilon}=10^{-5}$, but fails to obtain a solution for the other $\sim 92 \%$ of the instances.

### 4.5 SDPs arising from relaxation of maximum stable set problems

This subsection compares the performance of our method DSA-BD with that of BP and SDPNAL on a collection of SDPs corresponding to $\theta$-functions and $\theta_{+}$-functions of graph stable set problems.

The SDPs for $\theta$-functions and $\theta_{+}$-functions of graph stable set problems can be described as follows. Given a graph $G$ with $n$ nodes and an edge set $E$, the SDP relaxations $\theta(G)$ and $\theta_{+}(G)$ of the maximum stable set problem are defined as

$$
\begin{aligned}
\theta(G) & :=\max \left\{C \bullet X, X_{i j}=0,(i, j) \in E, I \bullet X=1, X \succeq 0\right\} \\
\theta_{+}(G) & :=\max \left\{C \bullet X, X_{i j}=0,(i, j) \in E, I \bullet X=1, X \succeq 0,, X \geq 0\right\}
\end{aligned}
$$

where $C=e e^{T}, X \in \mathcal{S}^{n}$ and $e \in \mathbb{R}^{n}$ is the vector with all ones.
Tables 11 and 13 compare the three methods on a collection of $\theta(G)$ and $\theta_{+}(G)$ problems using the tolerance $\bar{\epsilon}=10^{-6}$. Tables 12 and 14 give more detailed com-

Fig. 7 Performance profiles of DSA-BD and SDPNAL for solving $25 \theta_{+}(G)$ problems with accuracy $\bar{\epsilon}=10^{-6}$

putational results on these instances obtained by our method DSA-BD, such as the objective values, number of iterations, and the primal and dual relative residuals. Figures 6 and 7 plot the performance profiles of the three methods based on these $\theta(G)$ and $\theta_{+}(G)$ problems.

Note that even though SDPNAL is faster than BP and DSA-BD on more than $60 \%$ of the $\theta(G)$ instances, BP and DSA-BD are more robust, as they are able to solve almost all of the $\theta(G)$ instances to an accuracy of at least $10^{-6}$, while SDPNAL fails to do so in more than $35 \%$ of them. Also, BP takes more time than DSA-BD to find a solution with an accuracy of at least $10^{-6}$ in almost all of the $\theta(G)$ instances tested.

Note also that our method DSA-BD was able to find a solution with an accuracy of at least $10^{-6}$ for almost all of the $\theta_{+}(G)$ instances tested, while SDPNAL fails to do so for almost half of them.

## Appendix: Technical results

Lemma 5.1 Theorem 2.2 in [1] Given a self adjoint positive definite linear mapping $\mathcal{U}: \mathcal{Y} \rightarrow \mathcal{Y}$ and a random vector $y \in \mathcal{Y}$ uniformly distributed on a ball, we have that

$$
\mathbb{E}\left(\frac{\left\|\mathcal{U}^{1 / 2} y\right\|^{2}}{\|\mathcal{U}\|\|y\|^{2}}\right)=\frac{1}{\sigma_{m}} \frac{\sum \sigma_{i}}{m} \leq 1
$$

where $\sigma_{1} \leq \cdots \leq \sigma_{m}$ are the eigenvalues values of $\mathcal{U}$.
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