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Abstract

In this paper, we consider a framework of inexact proximal point methods for convex optimiza-
tion that allows a relative error tolerance in the approximate solution of each proximal subproblem
and establish its convergence rate. We then show that the well-known forward-backward splitting
algorithm for convex optimization belongs to this framework. Finally, we propose and establish the
iteration-complexity of an inexact forward-backward splitting algorithm for solving optimization
problems whose objective functions are obtained by maximizing convex-concave saddle functions.

1 Introduction

In this paper, we consider a framework of inexact proximal point (IPP) methods for convex opti-
mization (CO) which allows a relative error tolerance in the approximate solution of each proximal
subproblem. This framework, which we refer to as the IPP-CO framework, is a subset of the hybrid
proximal extragradient (HPE) method introduced by Solodov and Svaiter in [19] (see also [20, 21, 22])
for solving monotone inclusion problems. Global convergence rate results for the HPE method have
been derived in [11] (see also [10]), and hence apply to the IPP-CO framework. However, by ex-
ploiting the special structure of convex optimization, convergence rate results stronger than those
obtained for the HPE method are derived for the IPP-CO framework.

We show, as illustration, that the well-known forward-backward splitting method for convex
optimization (see for example [5]) belongs to the IPP-CO framework and, as a consequence, we derive
iteration-complexity bounds similar to, but under more general assumptions than, those of Theorem 4
of [13]. More specifically, [13] assumes that the sublevel subsets of the objective function are bounded
and express the complexity bounds in terms of the diameter of the sublevel set corresponding to the
initial iterate. On the other hand, our results do not assume boundedness of the sublevel sets and
express the bounds in items of the distance of the initial iterate to the optimal solution set.

We also consider convex optimization problems whose objective functions are obtained by maxi-
mizing convex-concave saddle functions and propose an inexact forward-backward splitting algorithm
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for solving them. The inexactness of the proposed method originates from the assumption that the
objective function and its gradient are approximately evaluated in the sense that the corresponding
saddle function maximization subproblem is solved inexactly. Iteration-complexity bounds are ob-
tained for the inexact forward-backward splitting algorithm by showing that it also belongs to the
IPP-CO framework.

This paper is organized as follows. Subsection 1.1 describes the notation and basic concepts
about convex analysis used in our presentation. Section 2 describes the IPP-CO framework and
derives general convergence rate results for it. Section 3 obtains iteration-complexity results for the
forward-backward splitting method by showing that it belongs to the IPP-CO framework. Section 4
proposes and establishes the iteration-complexity of an inexact forward-backward splitting method
for saddle-based convex optimization problems. Finally, Section 5 gives some concluding remarks.

1.1 Notation

Throughout this paper, X denotes a finite dimensional inner product real vector space with inner
product and induced norm denoted by 〈·, ·〉 and ‖ · ‖, respectively. We let N denote the set of all
positive integers and R denote the set of real numbers. We let R+ and R++ denote the set of non-
negative and positive real numbers, respectively. For a nonempty closed convex set Ω ⊆ X, we denote
the projection operator onto Ω (with respect to 〈·, ·〉) by PΩ. The identity operator from X onto X

is denoted by I. The domain of definition of a point-to-point function F is denoted by Dom F .
For a scalar ε ≥ 0, the ε-subdifferential of a function f : X → R̄ is the point-to-set operator

∂εf : X ⇉ X defined as

∂εf(x) = {v | f(x̃) ≥ f(x) + 〈x̃− x, v〉 − ε, ∀x̃ ∈ X}, ∀x ∈ X. (1)

When ε = 0, the operator ∂εf is simply denoted by ∂f and is referred to as the subdifferential of f .
The operator ∂f is trivially monotone if f is proper. If f is a proper lower semi-continuous convex
function, then ∂f is maximal monotone [17].

The indicator function of a closed convex set X ⊆ X is the function δX : X→ R̄ defined as

δX(x) =

{

0, x ∈ X;

∞, otherwise.

2 A framework of inexact proximal point methods

In this section, we describe the IPP-CO framework of IPP methods for convex optimization. We
mention that the IPP-CO framework does not specify how its steps are implemented, and hence
the overall cost of an iteration of a specific instance of the IPP-CO framework. However, global
convergence rate results, and hence potential complexity bounds on the number of iterations, are
derived for the IPP-CO framework. Sections 3 and 4 describe two specific instances of the IPP-CO
framework for which the actual implementation of the steps are illustrated.

The optimization problem we consider in this section is

f∗ = inf{f(x) : x ∈ X}, (2)

where:
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O.1) f : X→ R̄ is a proper closed convex function;

O.2) the set of optimal solutions X∗ := {x : f(x) = f∗} is nonempty.

We now state the IPP-CO framework for solving (2).

IPP-CO Framework:

0) Let x0 ∈ X and 0 ≤ σ < 1 be given and set k = 1;

1) choose λk > 0 and find xk ∈ X, σk ∈ [0, σ] and εk ≥ 0 such that

vk :=
1

λk
(xk−1 − xk) ∈ ∂εk

f(xk), 2λkεk ≤ σk‖xk − xk−1‖2 ; (3)

2) set k ← k + 1 and go to step 1.

end

We now make a few observations regarding the IPP-CO framework. First, the inclusion in step
1) can also be described as

xk ∈ (I + λk∂εk
f)−1(xk−1).

Second, if εk = 0 for every k ∈ N, the IPP-CO framework reduces to the exact proximal point
method [9, 18], which is known to be an important tool for the design and analysis of algorithms.
Hence, the IPP-CO framework may be regarded as an IPP method. Third, as opposed to the
inexactness allowed in the classical IPP method of [18], namely:

rk + xk ∈ (I + λk∂f)−1(xk−1),
∞
∑

k=1

‖rk‖ <∞,

the IPP-CO framework allows an error in the subgradient inclusion by using the ε-subdifferential and
a relative error criterion, i.e., the second inequality in (3), instead of the summable error tolerance
criterion as above. Fourth, the advantage of allowing the error εk ≥ 0 and the relative error criterion
in the IPP-CO framework is that it contains important instances of convex optimization algorithms
(see Sections 3 and 4), including those for which only approximate gradients of the objective function
can be computed (see for example Section 4 and reference [4]). Fifth, the HPE algorithm for solving
(2) (see [19]) requires, instead of step 1) of the IPP-CO framework, that we find λk > 0, σk ∈ [0, σ],
x̃k ∈ X, vk ∈ X and εk ≥ 0 such that

vk ∈ (∂f)εk(x̃k), ‖λkvk + x̃k − xk−1‖2 + 2λkεk ≤ σk‖x̃k − xk−1‖2,

and then set
xk = xk−1 − λkvk,

where (∂f)εk is the ε-enlargement (see for example [2]) of the maximal monotone operator ∂f . Since
∂εf(x) ⊆ (∂f)ε(x) for every x ∈ X (see for example Lemma 3.4 and Theorem 3.5 in [23]), we easily
see that the IPP-CO framework is a special case of the HPE method by letting x̃k = xk.

In what follows, we will derive a convergence rate result (Theorem 2.5) for the IPP-CO framework.
First, we need to establish a few technical lemmas.
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Lemma 2.1. For every k ∈ N,

f(x) ≥ f(xk) + 〈x− xk, vk〉 −
σ

2
λk‖vk‖2, ∀x ∈ X. (4)

Proof. Using the fact that vk ∈ ∂εk
f(xk) by (3), and definition (1), we have

f(x) ≥ f(xk) + 〈x− xk, vk〉 − εk ≥ f(xk) + 〈x− xk, vk〉 −
σ

2λk
‖xk − xk−1‖2, ∀x ∈ X,

where the last inequality is due to the assumption that σk ∈ [0, σ] and the inequality in (3). Now,
(4) follows from the above inequality and the definition of vk in (3).

Lemma 2.2. For every k ∈ N and x∗ ∈ X∗, we have:

f(xk−1) ≥ f(xk) +
(

1− σ

2

)

λk‖vk‖2, (5)

and
1

2
‖x∗ − xk−1‖2 ≥

1

2
‖x∗ − xk‖2 +

1− σ

2
λ2

k‖vk‖2 + λk(f(xk)− f(x∗)). (6)

Proof. In view of the definition of vk in (3), inequality (5) follows immediately from (4) with x = xk−1.
Now, using again the definition of vk, we have

1

2
‖x∗ − xk−1‖2 =

1

2
‖x∗ − xk‖2 +

1

2
‖xk − xk−1‖2 + 〈x∗ − xk, xk − xk−1〉

=
1

2
‖x∗ − xk‖2 +

1

2
λ2

k‖vk‖2 + λk〈xk − x∗, vk〉.

Inequality (6) now follows by combining the latter inequality and (4) with x = x∗.

Lemma 2.3. Define

Λ0 = 0, Λk =
k
∑

i=1

λi, ∀k ∈ N. (7)

Then, for any k ∈ N and x∗ ∈ X∗,

1

2
‖x∗ − xk−1‖2 + Λk−1(f(xk−1)− f∗)

≥ 1

2
‖x∗ − xk‖2 + Λk(f(xk)− f∗) +

1− σ

2
Λkλk‖vk‖2. (8)

Proof. By (5), we have

Λk−1(f(xk−1)− f∗) ≥ Λk−1

(

f(xk)− f∗ +
(

1− σ

2

)

λk‖vk‖2
)

.

The result now follows by adding this inequality to (6), using the fact that Λk = Λk−1 + λk and
1− σ/2 ≥ (1− σ)/2.

The following result follows by adding inequality (8) from 1 to k.
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Lemma 2.4. For any k ∈ N and x∗ ∈ X∗,

1

2
‖x∗ − x0‖2 ≥

1

2
‖x∗ − xk‖2 + Λk(f(xk)− f∗) +

1− σ

2

k
∑

j=1

Λjλj‖vj‖2.

We are now ready to state the convergence rate result for the IPP-CO framework. Throughout
this paper, we denote the distance of x0 to X∗ by d0.

Theorem 2.5. For every k ∈ N, the following statements hold:

a) f(xk)− f∗ ≤ d2
0/(2Λk);

b) vk ∈ ∂εk
f(xk) and there exists i ≤ k such that

‖vi‖ ≤
d0

(1− σ)1/2Θ
1/2

k

, εi ≤
σd2

0λi

2(1− σ)Θk
, (9)

where Λk is defined in (7) and Θk :=
∑k

j=1
λjΛj .

Proof. Fix k ∈ N. Let x∗ ∈ X∗ be such that ‖x∗ = x0‖ = d0. By Lemma 2.4 with such x∗ ∈ X∗, we
have

d2
0

2
≥ Λk(f(xk)− f∗) +

1− σ

2

k
∑

j=1

Λjλj‖vj‖2,

which immediately implies a). To prove item b), let i be such that

i ∈ Argmin{‖vj‖ | j = 1, . . . , k}.

Using the previous inequality, the above definition and the definition of Θk, we conclude that

d2
0

2
≥ 1− σ
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k
∑

j=1

Λjλj



 ‖vi‖2 =
1− σ

2
Θk‖vi‖2,

which clearly implies the first inequality in b). Moreover, by (3) and the assumption that σi ∈ [0, σ],
we have 2λiεi ≤ σ‖λivi‖2. Hence, εi ≤ λiσ‖vi‖2/2 and the second inequality in b) follows from the
first one in b). Since the inclusion in b) follows immediately from (3), the result follows.

In the remaining part of this section, we focus our attention on those instances of the IPP-
CO framework in which the sequence of stepsizes {λk} is constant. The first result below is a
specialization of Theorem 2.5 to these instances.

Corollary 2.6. Consider an instance of the IPP-CO framework with λk = λ > 0 for every k ∈ N.
Then, for every k ∈ N, the following statements hold:

a) f(xk)− f∗ ≤ d2
0/(2kλ);

b) vk ∈ ∂εk
f(xk) and there exists i ≤ k such that

‖vi‖ ≤
√

2d0

(1− σ)1/2λk
, εi ≤

σd2
0

(1− σ)λk2
.
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Proof. This result follows immediately from Theorem 2.5 and the fact that Λk = kλ and Θk =
λ2k(k + 1)/2, which are due to the assumption that λk = λ for every k ∈ N.

We observe that the bounds on ‖vi‖ and εi implied by the analysis of the HPE method in [11] are
O(1/

√
k) and O(1/k), respectively. Hence, the bounds obtained in Corollary 2.6 for those instances

of the IPP-CO framework with constant stepsizes improve the ones implied by the analysis of [11].
Consider the natural goal of obtaining the following notion of approximate solution.

Definition 2.7. For a given tolerance pair (ρ̄, ε̄) ∈ R
2
++, x̄ ∈ X is called a (ρ̄, ε̄)-solution of (2) if

there exists a pair (v, ε) ∈ X× R+ such that

v ∈ ∂εf(x̄), ‖v‖ ≤ ρ̄, ε ≤ ε̄,

in which case (v, ε) is said to be a (ρ̄, ε̄)-residual for x̄.

Observe that a stopping condition based on the above notion of approximate solution has the
nice feature that it can be used for instances of (2) in which the effective domain of f is unbounded.

The following iteration-complexity result follows as an immediate consequence of Corollary 2.6(b).

Corollary 2.8. For a given tolerance pair (ρ̄, ε̄) ∈ R
2
++, an instance of the IPP-CO framework

with λk = λ > 0 for every k ∈ N, finds a (ρ̄, ε̄)-solution of (2), together with a corresponding
(ρ̄, ε̄)-residual, in at most

O

(

max

{⌈

d0

λρ̄

⌉

,

⌈

d0√
λε̄

⌉})

iterations.

We now discuss the complexity of computing and detecting an ε̄-solution of (2), i.e., a solution
x̄ such that f(x̄)− f∗ ≤ ε̄. Note that x̄ is ε̄-solution of (2) if, and only if, x̄ is a (0, ε̄)-solution of (2)
in the sense of Definition 2.7. Clearly, verification that an iterate is an ε̄-solution directly from its
definition is only possible for those instances of (2) in which f∗ is known.

Consider now those instances of (2) for which f∗ is not known. Corollary 2.6(a) provides one
trivial way of detecting an ε̄-solution based on the stopping criterion D2

0/(2kλ) ≤ ε̄, where D0 is a
known upper bound on d0. For example, when dom f is bounded and x0 ∈ dom f , then D0 can be
chosen to be a known upper bound on the diameter of dom f . Another possibility for detecting an
ε̄-solution is to use the stopping criterion

max {〈vk, xk − x〉+ εk : x ∈ C} ≤ ε̄, (10)

where C is a “simple” compact convex set containing the effective domain of f . Note that the validity
of (10) implies that xk is an ε̄-solution. Indeed, assuming (10) and using the fact that vk ∈ ∂εk

f(xk),
we conclude that

f(xk)− f∗ = f(xk)− f(x∗) ≤ 〈xk − x∗, vk〉+ εk ≤ ε̄,

where x∗ is an arbitrary optimal solution of (2). The following result describes the iteration-
complexity for finding an iterate satisfying (10), which is then a provably ε̄-solution of (2).
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Corollary 2.9. Consider an instance of the IPP-CO framework with λk = λ > 0 for every k ∈ N,
applied to an instance of (2) in which dom f is bounded. Assume that a compact convex set C
containing dom f is given and let DC denote the diameter of C. Then, there exists an index

i = O

(⌈

d0DC

λε̄

⌉)

such that the iterate xi satisfies (10). As a consequence, for any k ≥ i, xk is an ε̄-solution of (2).

Proof. Let k̄ be the smallest k ∈ N satisfying

√
2DCd0

(1− σ)1/2λk
+

σd2
0

(1− σ)λk2
≤ ε̄.

In view of the definition of k̄, the fact that d0 ≤ DC and Corollary 2.6, there exists

i ≤ k̄ = O

(

max

{⌈

d0DC

λε̄

⌉

,

⌈

d0√
λε̄

⌉})

= O

(⌈

d0DC

λε̄

⌉)

such that

max {〈vi, xi − x〉+ εi : x ∈ C} ≤ DC‖vi‖+ εi ≤
√

2DCd0

(1− σ)1/2λk̄
+

σd2
0

(1− σ)λk̄2
≤ ε̄.

Thus, xi satisfies (10). Moreover, in view of (5) and the observation preceding Corollary 2.9, we
conclude that f(xk)− f∗ ≤ f(xi)− f∗ ≤ ε̄ for every k ≥ i.

Note that, under the assumption of Corollary 2.9, it is also possible to use the first stopping
criterion discussed above with D0 = DC , namely D2

C/(2kλ) ≤ ε̄. Clearly, the iteration-complexity
bound for IPP-CO framework based on this stopping criterion would be O(⌈D2

C/(λε̄)⌉), which is
substantially worse than the one stated in Corollary 2.9 when d0 << DC .

Finally, observe also that the above discussion would also hold had we only made the weaker
assumption that the compact convex set C is such that x0 ∈ C and C ∩X∗ 6= ∅.

3 Application I: Forward-backward splitting method

In this section, we show that the well-known forward-backward splitting method (see for example
[5]) is a special case of the IPP-CO framework described in the previous section.

In this section, we assume that

S.1) h : X → R̄ is a proper closed convex function and p : X → R̄ is a proper function such that
dom p ⊇ dom h;

S.2) p is convex on dom h and there exists an L-Lipschitz function g : Dom g ⊂ X → X such that
Dom g ⊇ dom h and

0 ≤ p(x̃)− p(x)− 〈g(x), x̃− x〉 ≤ L

2
‖x̃− x‖2, ∀x, x̃ ∈ dom h; (11)
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and consider the optimization problem (2) in which the objective function f is assumed to have the
following structure:

f(x) :=

{

p(x) + h(x), x ∈ dom h,

+∞, x /∈ dom h.
(12)

We now discuss Assumption S.2. If p is differentiable and convex on domh and ∇p is L-Lipschitz
continuous on domh, then g = ∇p satisfies S.2. However, the weaker assumption S.2 do not require
p to be differentiable on domh, and hence to be defined in a neighborhood of domh. This generality
will be particularly useful when dealing with the primal function of a convex-concave saddle function
(see Section 4). It can also be shown that the second inequality in (11) is implied by the other
conditions assumed in S.2, and hence can be dropped.

The following simple result, whose proof is given in the appendix, establishes the lower semi-
continuity of f .

Proposition 3.1. Under Assumptions S.1 and S.2, the function f defined in (12) is proper closed
convex.

We now state the algorithm we are interested in studying in this section.

Algorithm I (Forward-backward splitting algorithm for (2)-(12)):

0) Let x0 ∈ X and 0 ≤ σ < 1 be given and set λ = σ/L and k = 1;

1) compute xk ∈ X as
xk = (I + λ∂h)−1(xk−1 − λg(xk−1)); (13)

2) set k ← k + 1 and go to step 1.

end

We now explain the terminology “forward-backward splitting” used by Algorithm I. If p is a
differentiable convex function with L-Lipschitz continuous gradient, then (13) becomes

xk = (I + λ∂h)−1(xk−1 − λ∇p(xk−1)).

Note that in this case, this algorithm is a particular case of a more general method which iterates as

xk+1 = (I + λA)−1(xk−1 − λB(xk−1)) = (I + λA)−1(I − λB)(xk−1),

where A is a point-to-set maximal monotone operator and B is a point-to-point monotone map.
According to [3, 26, 5], the above method is called the forward-backward splitting method, and
converges to a solution of the inclusion 0 ∈ (A+B)(x), whenever B is L-co-coercive and 0 < λ < 1/L.
Its origin dates back to [7, 1, 8, 15] or even earlier (see [26] and the references therein). In addition
to convex optimization, this method has also been used to solve variational and complementarity
problems as far back as 1982 (see [14, 6, 25, 24]). According to [3, 5], the easily computable step

yk = (I − λB)(xk−1) = xk−1 − λB(xk−1),

is the “forward” step in the direction −B(xk−1), while the backward step is the evaluation of the
resolvent

xk = (I + λA)−1(yk).
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In the remaining part of this section, we study the iteration-complexity of Algorithm I. Our first
goal is show that Algorithm I is a special instance of the IPP-CO framework. We start by stating
the following well-known transportation formula for the subgradient of a proper convex function.

Lemma 3.2. If φ : X→ R̄ be a proper convex function and x, x̃, v ∈ X are such that v ∈ ∂φ(x) and
φ(x̃) <∞, then v ∈ ∂εφ(x̃) for every ε ≥ φ(x̃)− [φ(x) + 〈x̃− x, v〉].

We are now ready to show that Algorithm I is a special case of the IPP-CO framework.

Theorem 3.3. Consider the sequence {xk} generated by Algorithm I and the sequences {hk}, {εk},
{σk} and {λk} defined for every k ∈ N as σk = σ, λk = λ,

hk :=
1

λ
(xk−1 − xk)− g(xk−1), εk := p(xk)− p(xk−1)− 〈g(xk−1), xk − xk−1〉.

Then, for every k ∈ N, (3) holds with f = p + h. As a consequence, Algorithm I is a special case of
the IPP-CO framework.

Proof. First note that (13) and the definition of hk imply that hk ∈ ∂h(xk). Now, consider the
function p̃ : X→ R̄ defined as

p̃(x) =

{

p(x), x ∈ dom h,

∞, x /∈ dom h.
(14)

Clearly, p̃ is a proper convex function, f = p̃ + h and, in view of the first inequality in (11),
g(x) ∈ ∂p̃(x) for every x ∈ dom h. Moreover, using the definition of εk and Lemma 3.2 with
(φ, x, x̃, v) = (p̃, xk−1, xk, g(xk−1)), we conclude that g(xk−1) ∈ ∂εk

p̃(xk), and hence that

xk−1 − xk

λk
= g(xk−1) + hk ∈ ∂εk

p̃(xk) + ∂h(xk) ⊆ ∂εk
(p̃ + h)(xk) = ∂εk

f(xk), (15)

where the first identity is due to the definition of hk and λk, and the last inclusion follows from a
well-known property about subgradients. Also, the second inequality in (11), the definition of εk, λk

and σk, and the assumption that λ = σ/L, imply that

2λkεk = 2λεk ≤ λL‖xk − xk−1‖2 = σk‖xk − xk−1‖2.

The complexity result below follows as a consequence of the above result and Corollary 2.6. A
similar result was obtained in Theorem 4 of [13] under the assumption that the sublevel sets of f are
bounded, and the bounds are expressed in terms of the diameter of the sublevel set determined by
the initial iterate. On the hand, the result below gives bounds in terms of d0 and does not assume
that the sublevel sets of f are bounded.

Corollary 3.4. Consider the sequence {xk} generated by Algorithm I and the sequences {hk} and
{εk} defined as in Theorem 3.3. Then, for every k ∈ N, the following statements hold:

a) f(xk)− f∗ ≤ Ld2
0/(2kσ);

b) g(xk−1) ∈ ∂εk
p(xk) and hk ∈ ∂h(xk), and hence g(xk−1) + hk ∈ ∂εk

f(xk); moreover, there
exists i ≤ k such that

‖g(xi−1) + hi‖ ≤
√

2

(1− σ)1/2σ

Ld0

k
, εi ≤

Ld2
0

(1− σ)k2
,
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and

‖g(xi) + hi‖ ≤
√

2(1 + σ)

(1− σ)1/2σ

Ld0

k
.

Proof. By Theorem 3.3, Algorithm I is a special case of the IPP-CO framework with λk = λ for every
k ∈ N. This observation together with Corollary 2.6(a), and the assumption that λk = λ = σ/L
for every k ∈ N, immediately imply a). We now prove b). First note that the inclusions in b) have
already been shown in the proof of Theorem 3.3. The first two estimates in b) follow from Corollary
2.6(b), the assumption that λk = λ = σ/L for every k ∈ N, and the first identity in (15). Moreover,
the last estimate follows from the first one, the triangle inequality for norms, and the fact that, by
Assumption S.2 and the definition of hk and λ, we have

‖g(xi)− g(xi−1)‖ ≤ L‖xi − xi−1‖ = λL‖g(xi−1) + hi‖ = σ‖g(xi−1) + hi‖.

We end this section by making some remarks. First, when h = δX for some nonempty closed
convex set X ⊆ X, Algorithm I reduces to the classical projected gradient method, which is based
on the following recursive formula

xk = PX(xk−1 − λg(xk−1)). (16)

This is due to the fact that the resolvent (I+λ∂h)−1 of ∂h in expression (13) is exactly the projection
operator PX onto X. Second, all the analysis of this section holds for any L ≥ Lg, where Lg is the
smallest Lipschitz constant for the map g. If a constant L ≥ Lg is not known a priori, then we can
use the ideas of [13] for estimating such a constant. Third, in fact Algorithm I does not need to work
with a fixed stepsize λ = σ/L for some L ≥ Lg, but only with an adaptive stepsize λk > 0 such that

2λk [p(xk)− p(xk−1)− 〈xk − xk−1, g(xk−1)〉] ≤ σ‖xk − xk−1‖2.

where xk := (I + λk∂h)−1(I − λkg)(xk−1).

4 Application II: A saddle point problem

In this section, we consider an optimization problem of the form (2)-(12), where the function p
is assumed to be the primal function associated with a convex-concave saddle function. We then
develop an inexact forward-backward splitting method for solving it in which the gradient of p is
computed only in an approximate sense.

We will now describe the structure of the function p in detail. Let Y denote another finite
dimensional inner product space with inner product and associated norm also denoted by 〈·, ·〉 and
‖ · ‖, respectively. Let Ψ : Dom Ψ ⊆ X× Y→ R and convex sets X ⊆ X and Y ⊆ Y such that

X × Y ⊆ Dom Ψ, dom h ⊆ X (17)

be given. Assume that:

C.1) for every y ∈ Y , the function Ψ(·, y) is differentiable and convex on X;

C.2) there exist Lxx, Lxy ≥ 0 such that

‖∇xΨ(x′, y′)−∇xΨ(x, y)‖ ≤ Lxx‖x′ − x‖+ Lxy‖y′ − y‖, ∀(x, y), (x′, y′) ∈ X × Y ;
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C.3) there exists β > 0 such that, for every x ∈ X, the function ΨY (x, ·) : X→ (−∞,∞] defined as

ΨY (x, y) =

{

Ψ(x, y), y ∈ Y,

−∞, y /∈ Y,

is an upper semi-continuous β-strongly concave function.

The function p : X→ R̄ is then defined as

p(x) :=

{

supy∈Y Ψ(x, y), if x ∈ X;

+∞, otherwise.
(18)

In view of conditions C.1 and C.3 and assumption (17), p is a proper convex function such that
dom p = X ⊇ dom h. This observation together with Proposition 4.1 below imply that the functions
p and h, and the map g : X → X defined as

g(x) = ∇xΨ(x, y(x)), ∀x ∈ X,

where
y(x) := arg max

y∈Y
Ψ(x, y), (19)

satisfy conditions S.1 and S.2 of Section 3. Hence, direct application of Algorithm I to problem
(2)-(12), with p of the form (18), requires the computation of the exact solution of an optimization
problem of the form (18) at every iteration in order to evaluate g(xk−1) in (13). However, such an
approach is only possible for those instances of (2)-(12)-(18) for which it is possible to compute y(x)
as in (19) for every x ∈ X. An natural idea to circumvent this drawback is to instead work with
approximate solutions of (18) which, in view of the result below, yield approximate subgradients of
p.

Proposition 4.1. Let η ≥ 0 and x̄ ∈ X be given. Assume that ȳ ∈ Y is such that

p(x̄)−Ψ(x̄, ȳ) ≤ η. (20)

and define ḡ := ∇xΨ(x̄, ȳ) and

L := 2

(

Lxx +
L2

xy

β

)

. (21)

Then, the following statements hold:

a) ḡ ∈ ∂ηp(x̄);

b) for every x ∈ X,

p(x) ≤ p(x̄) + 〈ḡ, x− x̄〉+ L

2
‖x− x̄‖2 + η; (22)

c) for every x̃ ∈ X, we have ḡ ∈ ∂η̃p(x̃), where

η̃ = η̃(x̃) := 2η +
L

2
‖x̃− x̄‖2.

11



Proof. a) Using (20), the definition of p and Assumption C.1, we conclude that

p(x)− p(x̄) ≥ p(x)−Ψ(x̄, ȳ)− η ≥ Ψ(x, ȳ)−Ψ(x̄, ȳ)− η

≥ 〈∇xΨ(x̄, ȳ), x− x̄〉 − η, ∀x ∈ X,

and hence that that ḡ ∈ ∂ηp(x̄).
b) Using Assumption C.3, Proposition B.2 with h = −ΨY (x̄, ·), and the fact that −p(x̄) =

min{−ΨY (x̄, y) : y ∈ Y}, we conclude that

−Ψ(x̄, y) ≥ −p(x̄) +
β

2

(

‖y − ȳ‖ −
√

2η

β

)2

, ∀y ∈ Y.

Also, by Assumptions C.1 and C.2 and the definition of ḡ, we have

Ψ(x̄, y)−Ψ(x, y)− 〈ḡ, x̄− x〉 ≥ 〈∇xΨ(x, y)−∇xΨ(x̄, ȳ), x̄− x〉
≥ −‖∇xΨ(x, y)−∇xΨ(x̄, ȳ)‖ ‖x − x̄‖
≥ − (Lxx‖x− x̄‖+ Lxy‖y − ȳ‖) ‖x− x̄‖, ∀(x, y) ∈ X × Y.

Adding these two inequalities, we then conclude that for every (x, y) ∈ X × Y ,

Ψ(x, y) ≤ p(x̄) + 〈ḡ, x− x̄〉+ Lxx‖x− x̄‖2 + Lxy‖y − ȳ‖ ‖x− x̄‖ − β

2

(

‖y − ȳ‖ −
√

2η

β

)2

≤ p(x̄) + 〈ḡ, x− x̄〉+ Lxx‖x− x̄‖2 + max
t∈R

{

Lxy‖x− x̄‖t− β

2

(

t−
√

2η

β

)2
}

= p(x̄) + 〈ḡ, x− x̄〉+
(

Lxx +
L2

xy

2β

)

‖x− x̄‖2 +

√

2η

β
Lxy‖x− x̄‖

≤ p(x̄) + 〈ḡ, x− x̄〉+
(

Lxx +
L2

xy

β

)

‖x− x̄‖2 + η.

Inequality (22) now follows from the definition of p and the previous relation.
c) Since ḡ ∈ ∂ηp(x̄), it follows that for any x ∈ X,

p(x) ≥ p(x̄) + 〈ḡ, x− x̄〉 − η = p(x̃) + 〈ḡ, x− x̃〉 − [η + p(x̃)− p(x̄)− 〈ḡ, x̃− x̄〉]

≥ p(x̃) + 〈ḡ, x− x̃〉 −
[

2η +
L

2
‖x̃− x̄‖2

]

≥ p(x̃) + 〈ḡ, x− x̃〉 − η̃.

Hence, ḡ ∈ ∂η̃p(x̃).

Our main goal now is to state an inexact version of Algorithm I for solving problem (2)-(12), with
function p given by (18). The method, which we refer to as the inexact forward-backward splitting
algorithm, is as follows.

12



Algorithm II (An inexact forward-backward splitting algorithm for (2)-(12)-(18)):

0) define L as in (21) and let x0 ∈ X, 0 ≤ σ < 1, λ ∈ (0, σ/L) and a tolerance pair (ρ̄, ε̄) ∈ R
2
++

be given; set k = 1 and

η := min

{

ρ̄2λ(σ − λL)

4
,

ε̄(σ − λL)

2σ

}

; (23)

1) use the black-box to compute yk ∈ Y such that

p(xk−1)−Ψ(xk−1, yk) ≤ max

{

η ,
(σ − λL)

4λ
‖xk(yk)− xk−1‖2

}

, (24)

and set xk = xk(yk), where

xk(y) := (I + λ∂h)−1(xk−1 − λ∇xΨ(xk−1, y)), ∀y ∈ Y; (25)

2) if
σ − λL

4λ
‖xk − xk−1‖2 ≤ η, (26)

then stop and output (xk, vk, εk), where

εk = 2max

{

η ,
(σ − λL)

4λ
‖xk − xk−1‖2

}

+
L

2
‖xk − xk−1‖2, vk :=

xk−1 − xk

λ
;

otherwise, set k ← k + 1 and go to step 1.

end

Note that step 2 of Algorithm II requires a subroutine that is able to obtain an approximate
solution xk of the problem min{−Ψ(xk−1, y) : y ∈ Y } in the sense that its functional error p(xk−1)−
Ψ(xk−1, yk) is bounded by an adaptive tolerance, i.e., the right hand side of (24), that has the
following properties: i) it is bounded below by η; ii) it is larger than η in those iterations for which
the stopping criterion (26) is not satisfied.

In what follows, we establish iteration-complexity bounds for Algorithm II by using the fact that
it is a special instance of the IPP-CO framework.

Lemma 4.2. The following statements hold:

a) vk ∈ ∂εk
p(xk) + ∂h(xk) ⊆ ∂εk

f(xk);

b) inequality (26) holds if, and only if, ‖vk‖ ≤ ρ̄ and εk ≤ ε̄.

As a consequence, if Algorithm II stops at step 2, then xk is a (ρ̄, ε̄)-solution of (2)-(12)-(18) and
(vk, εk) is a (ρ̄, ε̄)-residual at xk.

Proof. We first prove a). First, note that (24), Proposition 4.1(c) and the definition of εk imply that

∇xΨ(xk−1, yk) ∈ ∂εk
p(xk).

13



This inclusion, the definition of vk, and (25) with y = yk, then imply that

vk =
xk−1 − xk

λ
∈ ∇xΨ(xk−1, yk) + ∂h(xk)

∈ ∂εk
p(xk) + ∂h(xk) = ∂εk

[p + h](xk) = ∂εk
f(xk). (27)

We now prove b). Using the definition of vk, we easily see that ‖vk‖ ≤ ρ̄ if, and only if,

σ − λL

4λ
‖xk − xk−1‖2 ≤

ρ̄2λ(σ − λL)

4
.

Moreover, using the definition of εk, we easily see that εk ≤ ε̄ if, and only if,

σ − λL

4λ
‖xk − xk−1‖2 ≤

(σ − λL)

2
min

{

ε̄

σ
,

ε̄− 2η

Lλ

}

=
ε̄(σ − λL)

2σ
,

where the last equality follows from the fact that η ≤ ε̄(σ − λL)/(2σ), due to (23). In view of the
definition of η in (23), we have thus shown that (b) holds.

Lemma 4.3. If Algorithm II does not stop at the k-th iteration, then (3) holds with f = p + h,
σk = σ and λk = λ.

Proof. The assumption of the lemma implies that (26) does not hold. This together with the defini-
tion of εk then imply that

εk =
(σ − λL)

2λ
‖xk − xk−1‖2 +

L

2
‖xk − xk−1‖2 =

σ

2λ
‖xk − xk−1‖2,

which, together with (27), shows that (3) holds with f = p + h, σk = σ and λk = λ.

Theorem 4.4. Algorithm II terminates in at most

O

(

max

{⌈

d0

λρ̄

⌉

,

⌈

d0√
λε̄

⌉})

(28)

iterations with a (ρ̄, ε̄)-solution of (2)-(12)-(18) together with a corresponding (ρ̄, ε̄)-residual.

Proof. Assume that Algorithm II has not stopped at the k-th iteration. In view of Lemma 4.3, it
follows that Algorithm II (until the k-th iteration) is a special case of the IPP-CO framework in
which λi = λ for every i = 1, . . . , k. Hence, in view of Corollary 2.8, we conclude that k is bounded
above by (28). Thus, the conclusion of the theorem follows.

Note that checking whether (24) holds requires that p(·) be evaluated at xk−1, which is exactly
what the approach described in this section is trying to avoid. For the sake of shortness, let ηk denote
the right hand side of (24). Clearly, (24) is equivalent to the inclusion

0 ∈ ∂ηk
[−ΨY (xk−1, ·)](yk),

It turns out that we may instead use the checking criterion:

wk ∈ ∂τk
[−ΨY (xk−1, ·)](yk),
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where (wk, τk) ∈ Y× R+ is a (small) residual pair. The result below shows that, as long as (wk, τk)
is sufficiently small, we can still guarantee that the first condition above holds. Moreover, it is
worth noting that, in view of Theorem 2.5(b) and/or Corollary 2.6(b), any instance of the IPP-CO
framework, and in particular Algorithm I, applied to the problem

min
y∈Y

(−ΨY )(xk−1, y) = max
y∈Y

Ψ(xk−1, y)

will eventually generate a pair as above, without any need to evaluate p.

Proposition 4.5. Let x ∈ X be given and assume that (y, ε, w) ∈ Y × R+ × Y satisfies

w ∈ ∂ε[−ΨY (x, ·)](y). (29)

Then,

p(x)−Ψ(x, y) ≤
( ‖w‖√

2β
+
√

ε

)2

. (30)

Proof. Define the function φ := −ΨY (x, ·)−〈w, ·〉. Note that condition C.3 implies that φ is a proper
lower semi-continuous β-strongly convex function. Moreover, assumption (29) is equivalent to the
condition that 0 ∈ ∂εφ(y), or equivalently

φ(y)− φ∗ ≤ ε, (31)

where φ∗ := inf{φ(y′) : y′ ∈ Y}. Hence, it follows from Proposition B.2 that for every ỹ ∈ Y:

φ(ỹ) ≥ φ∗ +
β

2

(

‖ỹ − y‖ −
√

2ε

β

)2

≥ φ(y)− ε +
β

2

(

‖ỹ − y‖ −
√

2ε

β

)2

,

where the last inequality is due to (31). Noting the definition of φ and ΨY (x, ·), we easily see that
the above inequality implies that

Ψ(x, ỹ)−Ψ(x, y)− ε ≤ 〈w, ỹ − y〉 − β

2

(

‖ỹ − y‖ −
√

2ε

β

)2

≤ max

{

‖w‖‖y′ − y‖ − β

2

(

‖y′ − y‖ −
√

2ε

β

)2
}

=

√

2ε

β
‖w‖ +

‖w‖2
2β

, ∀ỹ ∈ Y.

This inequality together with (18) then imply that (30) holds.

In view of the above result, Algorithm II with step 1 replaced by the following alternative step
would still possess all the convergence properties of its original version.

Step 1’: Compute (yk, εk, wk) ∈ Y × R+ × Y such that

wk ∈ ∂εk
[−ΨY (xk−1, ·)](yk),

(‖wk‖√
2β

+
√

εk

)2

≤ max

{

η ,
(σ − λL)

4λ
‖xk(yk)− xk−1‖2

}

.
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5 Concluding Remarks

After the release of the first version of this work, Devolder at al. released the paper [4], where un-
accelerated and/or accelerated inexact first-order (gradient) methods for convex optimization are
proposed. In particular, they discuss how their methods can be used to minimize primal func-
tions associated with convex-concave saddle-point problems, where the inner subproblems (needed
to evaluate the primal functions) are solved inexactly. Motivated by their work, we have added a new
section, namely Section 4, to the present version, dealing with the same type of saddle-based convex
minimization problems. However, we note that the class of saddle functions considered here, i.e.,
those satisfying conditions C.1-C.3 of Section 4, are more general than those considered in Section
3.2 of [4].

Observe that condition C.3 requires that the saddle function ΨY (x, ·) be β-strongly concave for
every x ∈ X. For saddle functions which satisfies C.1, C.2 and C.3 with β = 0, it is possible to
add, for some small µ > 0, a µ-strongly concave function on Y to Ψ to obtain a perturbed saddle
function satisfying C.1, C.2 and C.3 with β = µ > 0, to which Algorithm II can be applied. Under
the assumption that Y is a compact convex set and by properly choosing µ > 0, it is possible to
present an unaccelerated smoothing minimization scheme where the primal function of the perturbed
saddle function is minimized by an instance of the IPP-CO framework and the inner subproblems
solved inexactly instead of exactly as in the accelerated smoothing minimization scheme of [12]. For
the sake of shortness, we have omitted the details of the aforementioned smoothing minimization
scheme.

A Proof of Proposition 3.1

Our goal in this section is to establish Proposition 3.1.

Lemma A.1. Let φ : X → R̄ be a proper convex function such that φ restricted to its domain is
lower semi-continuous. Then, cl φ(x) = φ(x) for every x ∈ dom φ.

Proof. We know that (cl f)(x) = lim infy→x f(y) for every x ∈ X. Since, by assumption,

lim inf
y→x

y∈dom f

f(y) = f(x), ∀x ∈ X,

and f(y) =∞ for every y /∈ dom φ, the result follows.

Proof of Proposition 3.1. Consider the function p̃ defined according to (14). We know that p̃ is a
proper convex function and f = p̃ + h. Since dom p̃ = dom h 6= ∅, it follows from Theorem 9.3 of
[16] and Assumption S.1 that cl f = cl p̃ + h. Moreover, since p̃ is continuous on its domain due
to (11), we conclude from Lemma A.1 that cl p̃ and p̃ coincide on dom p̃ = dom g. Based on these
observations, we can now easily see that cl f = f .

B A technical result on convex optimization

In this section, we establish a technical result, namely Proposition B.2, needed in the proof of
Proposition 4.1.
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Proposition B.1. Let φ : X → (−∞,∞] be a proper lower semi-continuous β-strongly convex
function. Then, the problem

φ∗ := inf{φ(x) : x ∈ X} (32)

has a unique optimal solution x∗ ∈ X and

φ(x) ≥ φ∗ +
β

2
‖x− x∗‖2, ∀x ∈ X. (33)

Using the above proposition, we can now establish the following variant of the above result.

Proposition B.2. Let φ : X → (−∞,∞] be a proper lower semi-continuous β-strongly convex
function and assume that x̄ is a η-approximate solution of (32), i.e., it satisfies

φ(x̄)− φ∗ ≤ η. (34)

Then,

φ(x) ≥ φ∗ +
β

2

(

‖x− x̄‖ −
√

2η

β

)2

, ∀x ∈ X.

Proof. By (33) with x = x̄ and (34), we have

β

2
‖x̄− x∗‖2 ≤ φ(x̄)− φ∗ ≤ η.

This inequality together with (33) then imply that

φ(x)− φ∗ ≥ β

2
‖x− x∗‖2 ≥ β

2
(‖x− x̄‖ − ‖x̄− x∗‖)2 ≥ β

2

(

‖x− x̄‖ −
√

2η

β

)2

.
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