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#### Abstract

This paper analyzes the iteration-complexity of a class of linearized proximal multiblock alternating direction method of multipliers (ADMM) for solving linearly constrained nonconvex optimization problems. The subproblems of the linearized ADMM are obtained by partially or fully linearizing the augmented Lagrangian with respect to the corresponding minimizing block variable. The derived complexity bounds do not depend on the specific forms of the actual linearizations but only on some Lipschitz constants which quantify the approximation errors. Iteration-complexity is then established by showing that the linearized ADMM class is a subclass of a general non-Euclidean ADMM for which a general iteration-complexity analysis is also obtained. Both ADMM classes allow the choice of a relaxation parameter in the interval $(0,2)$ as opposed to being equal to one as in many of the previous papers on this topic.
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## 1 Introduction

This paper considers the following linearly constrained problem

$$
\begin{equation*}
\min \left\{\sum_{i=1}^{p} f_{i}\left(x_{i}\right): \sum_{i=1}^{p} A_{i} x_{i}=b, x_{i} \in \mathbb{R}^{n_{i}}, i=1, \cdots, p\right\} \tag{1}
\end{equation*}
$$

where $f_{i}: \mathbb{R}^{n_{i}} \rightarrow(-\infty, \infty], i=1, \cdots, p$, are proper lower semicontinuous functions, $A_{i} \in \mathbb{R}^{d \times n_{i}}$, $i=1, \cdots, p$, and $b \in \mathbb{R}^{d}$.

Optimization problems such as (1) appear in many important applications such as distributed matrix factorization, distributed clustering, sparse zero variance discriminant analysis, tensor decomposition, matrix completion, and asset allocation (see, e.g., [1, 6, 23, 35, 36, 38]). Recently, some

[^0]variants of the alternating direction method of multipliers (ADMM) have been successfully applied to solve some instances of the previous problem despite the lack of convexity.

An important ADMM class for solving (1) is the proximal ADMM which recursively computes a sequence $\left\{\left(x_{1}^{k}, \cdots, x_{p}^{k}, \lambda^{k}\right)\right\}$ as

$$
\begin{equation*}
x_{i}^{k}=\operatorname{argmin}_{x_{i}}\left\{\mathcal{L}_{\beta}\left(x_{1}^{k}, \cdots, x_{i-1}^{k}, x_{i}, x_{i+1}^{k-1}, \cdots, x_{p}^{k-1}, \lambda^{k-1}\right)+\frac{1}{2}\left\|x_{i}-x_{i}^{k-1}\right\|_{H_{i}}^{2}\right\} \tag{2}
\end{equation*}
$$

for every $i=1, \cdots, p$, and

$$
\begin{equation*}
\lambda^{k}=\lambda^{k-1}-\theta \beta\left(\sum_{i=1}^{p} A_{i} x_{i}^{k}-b\right) \tag{3}
\end{equation*}
$$

where $\beta>0$ is a penalty parameter, $\theta>0$ is an relaxation parameter, $H_{i} \in \mathbb{R}^{n_{i} \times n_{i}}, i=1, \cdots, p$, are symmetric and positive semidefinite matrices, and

$$
\begin{equation*}
\mathcal{L}_{\beta}\left(x_{1}, \cdots, x_{p}, \lambda\right):=\sum_{i=1}^{p}\left[f_{i}\left(x_{i}\right)-\left\langle\lambda, A_{i} x_{i}-b\right\rangle\right]+\frac{\beta}{2}\left\|\sum_{i=1}^{p} A_{i} x_{i}-b\right\|^{2} \tag{4}
\end{equation*}
$$

is the augmented Lagrangian function for problem (1). The above class of algorithms and some of its variants have been studied in the context of convex optimization (see for example [27, 3, 9, 12, 16, 18]) and nonconvex optimization (see for example [13, 20, 21, 10, 32, 34, 37]).

Our goal in this paper is to study an extension of the above proximal ADMM class whose subproblems are obtained by partially or entirely linearizing the partial augmented Lagrangian $x_{i} \mapsto$ $\mathcal{L}_{\beta}\left(x_{1}^{k}, \cdots, x_{i-1}^{k}, x_{i}, x_{i+1}^{k-1}, \cdots, x_{p}^{k-1}, \lambda^{k-1}\right)$ in (2) so as to make them easily solvable. Our analysis is quite general in that it applies to a large class of linearizations without the need to know the specific linearizations performed. Under the assumption that $A_{p}$ is full row rank (actually, a weaker condition on $A_{p}$ is assumed) and $f_{p}: \mathbb{R}^{n_{p}} \rightarrow \mathbb{R}$ is a differentiable function whose gradient is Lipschitz continuous, complexity bounds for the linearized ADMM class are obtained which, relative to the approximation, depend on the Lipschitz constants of the gradients of the linearized components of the partial augmented Lagrangian functions. By considering an extended notion of subdifferential for nonconvex functions (see for example [29,31]), we establish an $\mathcal{O}\left(\rho^{-2}\right)$-pointwise iteration-complexity for the linearized ADMM to obtain $\left(x_{1}, \cdots, x_{p}, \lambda, r_{1}, \cdots, r_{p-1}\right)$ satisfying

$$
\begin{align*}
& r_{i} \in \partial f_{i}\left(x_{1}, \cdots, x_{p}\right)-A_{i}^{*} \lambda, \quad i=1, \cdots, p-1,  \tag{5}\\
& \max \left\{\left\|\sum_{i=1}^{p} A_{i} x_{i}-b\right\|,\left\|r_{1}\right\|, \cdots,\left\|r_{p-1}\right\|,\left\|\nabla f_{p}\left(x_{p}\right)-A_{p}^{*} \lambda\right\|\right\} \leq \rho . \tag{6}
\end{align*}
$$

The above result applies for any arbitrary choice of $\theta \in(0,2)$ as long as the Lipschitz constant of the gradient of the linearized component of the $p$-th partial augmented Lagrangian is $o(\beta)$. On the other hand, when the latter condition does not hold, it is shown that the complexity result above also holds if $\theta$ is chosen sufficiently small. The complexity analysis of the linearized ADMM is derived by considering a more general class of non-Euclidean ADMMs whose subproblems consist of replacing the proximal term in (2) with a suitable Bregman distance proximal term. By showing that the first class is a special instance of the latter one and by studying the complexity of the latter one, we will
be able to obtain the complexity analysis of the linearized ADMM. We believe that this indirect approach gives a meaningful illustration of the usefulness of non-Euclidean ADMMs.

Previous most related works. We split our discussion into the following two cases: (i) the functions $f_{1}, \ldots, f_{p}$ are convex; and (ii) $f_{1}, \ldots, f_{p}$ and $A_{p}$ satisfy the conditions following problem (1) and the assumption mentioned in the previous paragraph.

Case (i): We first consider case (i) with two blocks, i.e., $p=2$. The ADMM class (2) with $p=2$ and $H_{i}=0, i=1,2$, corresponds to the standard ADMM which was introduced in [7, 8]. Complexity analysis for the latter method was first carried out in [28] where its pointwise (resp., ergodic) iterationcomplexity is obtained for any $\theta \in(0,1)$ (resp., $\theta \in(0,1]$ ). Subsequently, several papers have obtained pointwise and/or ergodic complexity bounds for more general subclasses of the proximal ADMM (see for example $[3,9,12,16,18]$ ). For arbitrary choices of penalty parameter $\beta>0$ and positive semidefinite matrices $H_{1}$ and $H_{2}$, the most general results in these papers establish pointwise (resp., ergodic) complexity bounds for any $\theta \in(0,(1+\sqrt{5}) / 2)$ (resp., $\theta \in(0,(1+\sqrt{5}) / 2])$. Moreover, iteration-complexity results for other ADMM classes are studied for example in $[4,5,11,14,24,30]$ and references therein.

We now consider case (i) with multiple blocks, i.e., $p>2$. The proximal ADMM (2) with $H_{i}=0$, $i=1, \cdots, p$, is the multiblock version of the standard ADMM, which may not converge as shown in [2]. Convergence of the latter method has been established under the assumption that all (or, all but one) functions $f_{i}, i=1, \cdots, p$, are strongly convex and $\beta$ lies in a certain range (see for instance $[15,19,25,26])$. Variants of the multiblock proximal ADMM with established iteration-complexity bound have been proposed in the literature (see for example [17, 27] and references cited therein).
Case (ii): In contrast to case (i), we discuss the two-block and multiblock versions of (2) at the same time since their approach and analysis are quite similar. Recently, there have been a lot of interest on the study of ADMM variants for nonconvex problems (see, e.g., [13, 20, 21, 22, 32, 33, 34, 37, 10]). Papers $[13,22,32,33,34,37]$ establish convergence of the generated sequence to a stationary point of (1) under conditions which guarantee that a certain potential function associated with the augmented Lagrangian (4) satisfies the Kurdyka-Lojasiewicz property. However, these papers do not study the iteration complexity of the proximal ADMM although their theoretical analysis are generally half-way towards accomplishing such goal. Paper [20] analyzes the convergence of variants of the ADMM for solving nonconvex consensus and sharing problems and establishes the iteration complexity of ADMM for the consensus problem. Paper [21] studies the iteration-complexity of two linearized variants of the multiblock proximal ADMM applied to a more general problem than (1) where a coupling term is also present in its objective function. It is worth mentioning though that both linearizations considered are with respect to the $p$-th block and, in contrast to this paper, linearizations with respect to the other blocks are not discussed. Paper [10] studies the iteration-complexity of the subclass of the proximal ADMM in which $p=2, H_{2}=\tau I$ for $\tau \geq 0$ sufficiently large, and the relaxation parameter $\theta$ is arbitrarily chosen in the interval $(0,2)$.

Our paper is organized as follows. Subsection 1.1 contains some notation and basic results used in the paper. Section 2 describes our assumptions, introduces the linearized proximal ADMM class and states its corresponding convergence rate result (Theorem 2.3). Section 3 contains two subsections. Subsection 3.1 presents a non-Euclidean proximal ADMM and states its main convergence rate result (Theorem 3.3). Subsection 3.2 provides the proof of Theorem 2.3. Section 4 is dedicated to the proof of Theorem 3.3. The appendix contains an auxiliary lemma and the proof of a technical result.

### 1.1 Notation and basic results

The domain of a function $f: \mathbb{R}^{s} \rightarrow(-\infty, \infty]$ is the set $\operatorname{dom} f:=\left\{x \in \mathbb{R}^{s}: f(x)<+\infty\right\}$. Moreover, $f$ is said to be proper if $f(x)<\infty$ for some $x \in \mathbb{R}^{n_{2}}$.

Lemma 1.1. Let $S \in \mathbb{R}^{n \times p}$ be a non-zero matrix and let $\sigma_{S}^{+}$denote the smallest positive eigenvalue of $S S^{*}$. Then, for every $u \in \mathbb{R}^{p}$, there holds

$$
\left\|\mathcal{P}_{S^{*}}(u)\right\| \leq \frac{1}{\sqrt{\sigma_{S}^{+}}}\|S u\|
$$

We next recall some definitions and results of subdifferential calculus [29, 31].
Definition 1.2. Let $h: \mathbb{R}^{s} \rightarrow(-\infty, \infty]$ be a proper lower semi-continuous function.
(i) The Fréchet subdifferential of $h$ at $x \in \operatorname{dom} h$, denoted by $\hat{\partial} h(x)$, is the set of all elements $u \in \mathbb{R}^{s}$ satisfying

$$
\liminf _{y \neq x} \frac{h(y)-h(x)-\langle u, y-x\rangle}{\|y-x\|} \geq 0 .
$$

When $x \notin \operatorname{dom} h$, we set $\hat{\partial} h(x)=\emptyset$.
(ii) The limiting subdifferential of $h$ at $x \in \operatorname{dom} h$, denoted by $\partial h(x)$, is defined as

$$
\partial h(x)=\left\{u \in \mathbb{R}^{s}: \exists x^{k} \rightarrow x, h\left(x^{k}\right) \rightarrow h(x), u^{k} \in \hat{\partial} h\left(x^{k}\right), \text { with } u^{k} \rightarrow u\right\} .
$$

(iii) $A$ critical (or stationary) point of $h$ is a point $x \in \operatorname{dom} h$ satisfying $0 \in \partial h(x)$.

The following result gives some properties of the limiting subdifferential.
Proposition 1.3. Let $h: \mathbb{R}^{s} \rightarrow(-\infty, \infty]$ be a proper lower semi-continuous function.
(a) If $x \in R^{s}$ is a local minimizer of $h$, then $0 \in \partial h(x)$;
(b) If $p: \mathbb{R}^{s} \rightarrow \mathbb{R}$ is a continuously differentiable function, then $\partial(h+p)(x)=\partial h(x)+\nabla p(x)$.

## 2 Linearized proximal ADMM and its convergence rate

For the sake of simplicity, we describe and analyze the ADMM variants discussed in this paper in the context of problem (1) with $p=3$. Note that this clearly applies to the context in which $p \leq 2$. The generalization of our analysis to the context in which $p>3$ is straightforward and follows by using similar arguments. Hence, hereafter, we consider the linearly constrained problem

$$
\begin{equation*}
\min \left\{f_{1}\left(x_{1}\right)+f_{2}\left(x_{2}\right)+g(y): A_{1} x_{1}+A_{2} x_{2}+B y=b, x_{1} \in \mathbb{R}^{n_{1}}, x_{2} \in \mathbb{R}^{n_{2}}, y \in \mathbb{R}^{q}\right\} \tag{7}
\end{equation*}
$$

where $f_{1}: \mathbb{R}^{n_{1}} \rightarrow(-\infty, \infty], f_{2}: \mathbb{R}^{n_{2}} \rightarrow(-\infty, \infty]$ and $g: \mathbb{R}^{q} \rightarrow(-\infty, \infty]$ are proper lower semicontinuous functions, $A_{1} \in \mathbb{R}^{d \times n_{1}}, A_{2} \in \mathbb{R}^{d \times n_{2}}, B \in \mathbb{R}^{d \times q}$ and $b \in \mathbb{R}^{d}$. Note that the above formulation of (1) with $p=3$ replaces the function $f_{3}$ and matrix $A_{3}$ by $g$ and $B$, respectively, in order to clearly distinguish the third block from the first two blocks.

This section describes the assumptions made on problem (7), states a linearized proximal ADMM for solving (7) and states its corresponding convergence rate result (Theorem 2.3). The proof of Theorem 2.3 uses the fact that the linearized proximal ADMM is a special case of a non-Euclidean proximal ADMM whose convergence analysis is studied in Subsection 3.1 and Section 4. Using this fact, the proof of Theorem 2.3 is then given in Subsection 3.2.

We starting by recalling the definition of critical points of (7).
Definition 2.1. A quadruple $\left(x_{1}^{*}, x_{2}^{*}, y^{*}, \lambda^{*}\right) \in \mathbb{R}^{n_{1}} \times \mathbb{R}^{n_{2}} \times \mathbb{R}^{q} \times \mathbb{R}^{d}$ is a critical point of problem (7) if

$$
0 \in \partial f_{1}\left(x_{1}^{*}\right)-A_{1}^{*} \lambda^{*}, \quad 0 \in \partial f_{2}\left(x_{2}^{*}\right)-A_{2}^{*} \lambda^{*}, \quad 0=\nabla g\left(y^{*}\right)-B^{*} \lambda^{*}, \quad 0=A_{1} x_{1}^{*}+A_{2} x_{2}^{*}+B y^{*}-b .
$$

Under some mild conditions, it can be shown that if $\left(x_{1}^{*}, x_{2}^{*}, y^{*}\right)$ is a global minimum of (7), then there exists $\lambda^{*}$ such that $\left(x_{1}^{*}, x_{2}^{*}, y^{*}, \lambda^{*}\right)$ is a critical point of (7).

The augmented Lagrangian associated with problem (7) and with penalty parameter $\beta>0$ is defined as

$$
\begin{equation*}
\mathcal{L}_{\beta}\left(x_{1}, x_{2}, y, \lambda\right):=f_{1}\left(x_{1}\right)+f_{2}\left(x_{2}\right)+g(y)-\left\langle\lambda, A_{1} x_{1}+A_{2} x_{2}+B y-b\right\rangle+\frac{\beta}{2}\left\|A_{1} x_{1}+A_{2} x_{2}+B y-b\right\|^{2} . \tag{8}
\end{equation*}
$$

We assume that problem (7) satisfies the following set of conditions:
(A0) The functions $f_{1}$ and $f_{2}$ are proper lower semicontinuous;
(A1) $B \neq 0$ and $\operatorname{Im}(B) \supset\{b\} \cup \operatorname{Im}\left(A_{1}\right) \cup \operatorname{Im}\left(A_{2}\right)$;
(A2) $g: \mathbb{R}^{q} \rightarrow \mathbb{R}$ is differentiable everywhere on $\mathbb{R}^{q}$ and there exists $L_{g} \geq 0$ such that

$$
\left\|\mathcal{P}_{B^{*}}\left(\nabla g\left(y^{\prime}\right)\right)-\mathcal{P}_{B^{*}}(\nabla g(y))\right\| \leq L_{g}\left\|y^{\prime}-y\right\| \quad \forall y, y^{\prime} \in \mathbb{R}^{q} ;
$$

(A3) there exists $\mu_{g} \in \mathbb{R}$ such that the function $g(\cdot)-\mu_{g}\|\cdot\|^{2} / 2$ is convex, or equivalently,

$$
g\left(y^{\prime}\right)-g(y)-\left\langle\nabla g(y), y^{\prime}-y\right\rangle \geq \frac{\mu_{g}}{2}\left\|y^{\prime}-y\right\|^{2} \quad \forall y, y^{\prime} \in \mathbb{R}^{q} ;
$$

(A4) there exists $\bar{\beta} \geq 0$ such that $v(\bar{\beta})>-\infty$ where

$$
v(\beta):=\inf _{\left(x_{1}, x_{2}, y\right)}\left\{f_{1}\left(x_{1}\right)+f_{2}\left(x_{2}\right)+g(y)+\frac{\beta}{2}\left\|A_{1} x_{1}+A_{2} x_{2}+B y-b\right\|^{2}\right\} \quad \forall \beta \in \mathbb{R} .
$$

Some comments about the above assumptions are in order. First, due to the generality of (A0), problem (7) may include an extra constraint of the form $x_{i} \in X_{i}$ for some $i \in\{1,2\}$ where $X_{i}$ is a closed set since this constraint can be incorporated into $f_{i}$ by adding to it the indicator function of $X_{i}$. Second, (A1) implies that for every $\left(x_{1}, x_{2}\right) \in \mathbb{R}^{n_{1}} \times \mathbb{R}^{n_{2}}$, there exists $y \in \mathbb{R}^{q}$ such that $\left(x_{1}, x_{2}, y\right)$ satisfies the (linear) constraint of (7). Moreover, the extra condition that $B \neq 0$ is very mild since otherwise (7) would be much simpler to solve. Third, if $\nabla g(\cdot)$ is $L$-Lipschitz continuous, then (A2) with $L_{g}=L$ and (A3) with $\mu_{g}=-L$ obviously hold. However, conditions (A2) and (A3) combined are generally weaker than the condition that $\nabla g(\cdot)$ be $L$-Lipschitz continuous.

Next we introduce a general way of describing linearizations of the augmented Lagrangian function in a unified manner. We believe that the definition below, although somewhat difficult to digest at first, considerably simplifies the notation in our presentation and treats different linearizations in a unified manner.

Definition 2.2. Given a proper lower semi-continuous function $\phi: \mathbb{R}^{s} \rightarrow(-\infty, \infty]$, a pair of functions $\left(\phi_{l}, \phi_{n}\right)$ is said to be a $\bar{\tau}$-Lipschitz decomposition of $\phi$ if the following conditions hold:
(a) $\phi_{l}: \mathbb{R}^{s} \rightarrow \mathbb{R}$ is differentiable on $\operatorname{co}(\operatorname{dom} \phi)$;
(b) $\nabla \phi_{l}$ is $\bar{\tau}$-Lipchitz continuous on $\operatorname{co}(\operatorname{dom} \phi)$;
(c) $\phi_{n}: \mathbb{R}^{s} \rightarrow(-\infty, \infty]$ is lower semi-continuous and $\phi_{n}(x)=\phi(x)-\phi_{l}(x)$ for every $x \in \operatorname{dom} \phi$.

Moreover, for a given $z \in \operatorname{dom} \phi$, the sum $\ell_{\phi_{l}}(\cdot ; z)+\phi_{n}$ is then referred to as a $\bar{\tau}$-Lipschitz linearization of $\phi$ at $z$.

The algorithm stated below is a variant of the proximal ADMM where partial augmented Lagrangian functions are replaced by corresponding Lipschitz linearizations. To illustrate this, assume that $f_{i}, i=1,2$, in problem (7) is of the form $f_{i}=\tilde{f}_{i}+\delta_{X_{i}}$ where $\tilde{f}_{i}: \mathbb{R}^{n_{i}} \rightarrow \mathbb{R}$ is differentiable with $L_{\tilde{f}_{i}}$ Lipschitz continuous gradient and $\delta_{X_{i}}$ is the indicator function of the set $X_{i}$. Then the partial augmented Lagrangian functions $\phi_{1}=\mathcal{L}_{\beta}\left(\cdot, x_{2}, y, \lambda\right)$ and $\phi_{2}=\mathcal{L}_{\beta}\left(x_{1}, \cdot, y, \lambda\right)$ have the following natural Lipschitz linearizations $\ell_{\phi_{i, l}}\left(\cdot ; \tilde{x}_{i}\right)+\phi_{i, n}, i=1,2$, where:
(a) $\phi_{i, l}=\tilde{f}_{i}$ leading to a $L_{\tilde{f}_{i}}$-Lipschitz linearization of $\phi_{i}$;
(b) $\phi_{i, n}=f_{i}$ leading to a $\left(\beta\left\|A_{i}\right\|^{2}\right)$-Lipschitz linearization of $\phi_{i}$;
(c) $\phi_{i, n}=\delta_{X_{i}}$ leading to a $\left(L_{\tilde{f}_{i}}+\beta\left\|A_{i}\right\|^{2}\right)$-Lipschitz linearization of $\phi_{i}$.

Clearly, similar Lipschitz linearizations can be described with respect to $\phi=\mathcal{L}_{\beta}\left(x_{1}, x_{2}, \cdot, \lambda\right)$ in which $f_{i}, \tilde{f}_{i}, \delta_{X_{i}}$ and $A_{i}$ are replaced by $g, g, \delta_{\mathbb{R}^{q}}$ and $B$, respectively. Hence, since $\delta_{\mathbb{R}^{q}}$ is the zero function, the linearization of type (c) in this case corresponds to linearizing the entire $\phi$.

## Linearized Proximal ADMM

(0) Let $\bar{\beta}$ be as in (A4), an initial point $\left(x_{1}^{0}, x_{2}^{0}, y^{0}, \lambda^{0}\right) \in \mathbb{R}^{n_{1}} \times \mathbb{R}^{n_{2}} \times \mathbb{R}^{q} \times \mathbb{R}^{d}$ and scalars $\bar{\tau}_{1}, \bar{\tau}_{2}, \bar{\tau} \geq 0$ be given and let $\tau_{i}>\bar{\tau}_{i}, i=1,2$. Choose scalars $\tau>\bar{\tau}, \beta \geq \beta$ and a stepsize parameter $\theta \in(0,2)$ such that

$$
\begin{equation*}
\bar{\delta}_{1}:=\frac{(\tau-\bar{\tau})+\mu_{g}+\beta \sigma_{B}}{4}-\frac{3 \gamma_{\theta}\left[(\tau+\bar{\tau})^{2}+L_{g}^{2}\right]}{\beta \sigma_{B}^{+}}>0 \tag{9}
\end{equation*}
$$

where $\sigma_{B}$ (resp., $\sigma_{B}^{+}$) denotes the smallest eigenvalue (resp., positive eigenvalue) of $B^{*} B$, and $\gamma_{\theta}$ is given by

$$
\begin{equation*}
\gamma_{\theta}:=\frac{\theta}{(1-|\theta-1|)^{2}} . \tag{10}
\end{equation*}
$$

Set $\mathrm{k}=1$;
(1) let $\left(\phi_{1, l}^{k}, \phi_{1, n}^{k}\right)$ be a $\bar{\tau}_{1}$-Lipschitz decomposition of $\mathcal{L}_{\beta}\left(\cdot, x_{2}^{k-1}, y^{k-1}, \lambda^{k-1}\right)$, and compute an optimal solution $x_{1}^{k} \in \mathbb{R}^{n_{1}}$ of the subproblem

$$
\begin{equation*}
\min _{x_{1} \in \mathbb{R}^{n_{1}}}\left\{\ell_{\phi_{1, l}^{k}}\left(x_{1} ; x_{1}^{k-1}\right)+\phi_{1, n}^{k}\left(x_{1}\right)+\frac{\tau_{1}}{2}\left\|x_{1}-x_{1}^{k-1}\right\|^{2}\right\} ; \tag{11}
\end{equation*}
$$

let $\left(\phi_{2, l}^{k}, \phi_{2, n}^{k}\right)$ be a $\bar{\tau}_{2}$-Lipschitz decomposition of $\mathcal{L}_{\beta}\left(x_{1}^{k}, \cdot, y^{k-1}, \lambda^{k-1}\right)$, and compute an optimal solution $x_{2}^{k} \in \mathbb{R}^{n_{2}}$ of the subproblem

$$
\begin{equation*}
\min _{x_{2} \in \mathbb{R}^{n_{2}}}\left\{\ell_{\phi_{2, l}^{k}}\left(x_{2} ; x_{2}^{k-1}\right)+\phi_{2, n}^{k}\left(x_{2}\right)+\frac{\tau_{2}}{2}\left\|x_{2}-x_{2}^{k-1}\right\|^{2}\right\} ; \tag{12}
\end{equation*}
$$

let $\left(\phi_{l}^{k}, \phi_{n}^{k}\right)$ be a $\bar{\tau}$-Lipschitz decomposition of $\mathcal{L}_{\beta}\left(x_{1}^{k}, x_{2}^{k}, \cdot, \lambda^{k-1}\right)$, and compute an optimal solution $y^{k} \in \mathbb{R}^{q}$ of the subproblem

$$
\begin{equation*}
\min _{y \in \mathbb{R}^{q}}\left\{\ell_{\phi_{l}^{k}}\left(y ; y^{k-1}\right)+\phi_{n}^{k}(y)+\frac{\tau}{2}\left\|y-y^{k-1}\right\|^{2}\right\} ; \tag{13}
\end{equation*}
$$

(2) set

$$
\begin{equation*}
\lambda^{k}=\lambda^{k-1}-\theta \beta\left[A_{1} x_{1}^{k}+A_{2} x_{2}^{k}+B y^{k}-b\right] \tag{14}
\end{equation*}
$$

and $k \leftarrow k+1$, and go to step (1).

```
end
```

We now make a few remarks about the linearized proximal ADMM. First, the difficulty of solving (11)-(13) is clearly related to the choice of the Lipschitz linearizations of the partial augmented Lagrangians. If a Lipschitz linearization of type (c) is used (see the discussion after Definition 2.2) then solving (11)-(12) is equivalent to computing a projection of a point onto $X_{i}$ while the solution of (13) is trivial as long as the evaluation of the gradient of $\phi_{l}^{k}$ is easy. Second, Lipschitz linearizations of types (b) and (c) for the partial augmented Lagrangian $\mathcal{L}_{\beta}\left(x_{1}, x_{2}, \cdot, \lambda\right)$ generally does not allow us to choose an arbitrary $\theta \in(0,2)$ due to restrictive nature of condition (9). Indeed, these two Lipschitz linearizations have the property that their $\bar{\tau}$ constant satisfy $\bar{\tau}=\mathcal{O}(\beta)$ and hence it is not possible to make the second fraction in (9) small by choosing $\beta$ large. We can however choose $\theta$, and hence $\gamma_{\theta}$, small in order to make the second fraction in (9) small.

We now state the main convergence rate result for the linearized ADMM whose proof is postponed to Subsection 3.2. Its main conclusion is that the linearized ADMM generates a quadruple $\left(\bar{x}_{1}, \bar{x}_{2}, \bar{y}, \bar{\lambda}\right)$ which satisfies the optimality conditions of Definition 2.1 within an error of $\mathcal{O}(1 / \sqrt{k})$. Its statement uses the quantity $\bar{\eta}_{0}$ defined as

$$
\begin{equation*}
\bar{\eta}_{0}:=\frac{(\tau-\bar{\tau})+\mu_{g}+\beta \sigma_{B}}{4(\tau+\bar{\tau})^{2}}\left\|B^{*} \lambda^{0}-\nabla g\left(y^{0}\right)\right\|^{2} . \tag{15}
\end{equation*}
$$

Note that $\overline{\eta_{0}} \geq 0$ due to (9).
Theorem 2.3. Let $\left(x_{1}^{0}, x_{2}^{0}, y^{0}, \lambda^{0}\right) \in \operatorname{dom} f_{1} \times \operatorname{dom} f_{2} \times \mathbb{R}^{q} \times \mathbb{R}^{d}$ be given and define

$$
\begin{align*}
\Delta \overline{\mathcal{L}}_{0} & :=\mathcal{L}_{\beta}\left(x_{1}^{0}, x_{2}^{0}, y^{0}, \lambda^{0}\right)-v(\beta)+\bar{\eta}_{0}  \tag{16}\\
\bar{\delta}_{2} & :=\left(\frac{\beta \theta \bar{\eta}_{0}}{\Delta \overline{\mathcal{L}}_{0}}+\frac{3 \theta \gamma_{\theta}\left[L_{g}^{2}+(\tau+\bar{\tau})^{2}\right]}{\sigma_{B}^{+} \bar{\delta}_{1}}\right)^{-1} \tag{17}
\end{align*}
$$

where $v(\beta), \bar{\delta}_{1}$ and $\bar{\eta}_{0}$ are as in (A4), (9) and (15), respectively. Also, for every $k \geq 1$, define the quantities $\bar{R}_{1}^{k}, \bar{R}_{2}^{k}$ and $\hat{\lambda}^{k}$ as

$$
\begin{equation*}
\bar{R}_{1}^{k}:=\beta A_{1}^{*} A_{2} \Delta x_{2}^{k}+\beta A_{1}^{*} B \Delta y^{k}-\tau_{1} \Delta x_{1}^{k}+\Delta \phi_{1, l}^{k}, \quad \bar{R}_{2}^{k}:=\beta A_{2}^{*} B \Delta y^{k}-\tau_{2} \Delta x_{2}^{k}+\Delta \phi_{2, l}^{k} \tag{18}
\end{equation*}
$$

and

$$
\begin{equation*}
\hat{\lambda}^{k}:=\lambda^{k-1}-\beta\left(A_{1} x_{1}^{k}+A_{2} x_{2}^{k}+B y^{k}-b\right) \tag{19}
\end{equation*}
$$

where

$$
\begin{equation*}
\Delta x_{1}^{k}:=x_{1}^{k}-x_{1}^{k-1}, \quad \Delta x_{2}^{k}:=x_{2}^{k}-x_{2}^{k-1}, \quad \Delta y^{k}:=y^{k}-y^{k-1} \tag{20}
\end{equation*}
$$

and

$$
\Delta \phi_{1, l}^{k}:=\nabla \phi_{1, l}^{k}\left(x_{1}^{k}\right)-\nabla \phi_{1, l}^{k}\left(x_{1}^{k-1}\right), \quad \Delta \phi_{2, l}^{k}:=\nabla \phi_{2, l}^{k}\left(x_{2}^{k}\right)-\nabla \phi_{2, l}^{k}\left(x_{2}^{k-1}\right)
$$

Then, the following statements hold:
a) $\Delta \overline{\mathcal{L}}_{0} \geq 0$;
b) for every $k \geq 1$,

$$
\bar{R}_{i}^{k} \in \partial f_{i}\left(x_{i}^{k}\right)-A_{i}^{*} \hat{\lambda}^{k}, \quad i=1,2
$$

and there exists $j \leq k$ such that

$$
\begin{aligned}
& \left\|\bar{R}_{1}^{j}\right\| \leq 2\left(\frac{\beta\left\|A_{1}^{*} A_{2}\right\|}{\sqrt{\tau_{2}-\bar{\tau}_{2}}}+\frac{\beta\left\|A_{1}^{*} B\right\|}{\sqrt{\delta_{1}}}+\frac{\tau_{1}+\bar{\tau}_{1}}{\sqrt{\tau_{1}-\bar{\tau}_{1}}}\right) \sqrt{\frac{\Delta \overline{\mathcal{L}}_{0}}{k}} \\
& \left\|\bar{R}_{2}^{j}\right\| \leq 2\left(\frac{\beta\left\|A_{2}^{*} B\right\|}{\sqrt{\delta_{1}}}+\frac{\tau_{2}+\bar{\tau}_{2}}{\sqrt{\tau_{2}-\bar{\tau}_{2}}}\right) \sqrt{\frac{\Delta \overline{\mathcal{L}}_{0}}{k}} \\
& \left\|\nabla g\left(y^{j}\right)-B^{*} \hat{\lambda}^{j}\right\| \leq(\tau+\bar{\tau}) \sqrt{\frac{2 \Delta \overline{\mathcal{L}}_{0}}{\bar{\delta}_{1} k}} \\
& \left\|A_{1} x_{1}^{j}+A_{2} x_{2}^{j}+B y^{j}-b\right\| \leq \frac{1}{\beta \theta} \sqrt{\frac{2 \Delta \overline{\mathcal{L}}_{0}}{\bar{\delta}_{2} k}}
\end{aligned}
$$

## 3 Proximal ADMM with Bregman distances

This section contains two subsections. Subsection 3.1 presents the non-Euclidean proximal ADMM (NEP-ADMM) studied in this paper and states its main convergence rate result (Theorem 3.3) whose proof is given in Section 4. Subsection 3.2 provides the proof of Theorem 2.3 based on the fact that the linearized proximal ADMM is a particular instance of the non-Euclidean proximal ADMM (see Proposition 3.5).

### 3.1 The Non-Euclidean Proximal ADMM

The main goal of this subsection is to present the NEP-ADMM and its main convergence rate result.
We start by introducing a class of distance generating functions (and its corresponding Bregman distances) which is suitable for our presentation in this paper.

Definition 3.1. For given set $Z \subset \mathbb{R}^{s}$ and scalars $m \leq M$, we let $\mathcal{D}_{Z}(m, M)$ denote the class of real-valued functions $w$ which are differentiable on $Z$ and satisfy

$$
\begin{align*}
w\left(z^{\prime}\right)-w(z)-\left\langle\nabla w(z), z^{\prime}-z\right\rangle \geq \frac{m}{2}\left\|z-z^{\prime}\right\|^{2} & \forall z, z^{\prime} \in Z  \tag{21}\\
\left\|\nabla w(z)-\nabla w\left(z^{\prime}\right)\right\| \leq M\left\|z-z^{\prime}\right\| & \forall z, z^{\prime} \in Z \tag{22}
\end{align*}
$$

A function $w \in \mathcal{D}_{Z}(m, M)$ with $m \geq 0$ is referred to as a distance generating function and its associated Bregman distance $d w: \mathbb{R}^{s} \times Z \rightarrow \mathbb{R}$ is defined as

$$
\begin{equation*}
(d w)\left(z^{\prime} ; z\right):=w\left(z^{\prime}\right)-w(z)-\left\langle\nabla w(z), z^{\prime}-z\right\rangle \quad \forall\left(z^{\prime}, z\right) \in \mathbb{R}^{s} \times Z \tag{23}
\end{equation*}
$$

For notation simplicity, for every $z \in Z$, the function $(d w)(\cdot ; z)$ will be denoted by $(d w)_{z}$ so that

$$
(d w)_{z}\left(z^{\prime}\right)=(d w)\left(z^{\prime} ; z\right) \quad \forall\left(z^{\prime}, z\right) \in \mathbb{R}^{s} \times Z
$$

Clearly,

$$
\begin{equation*}
\nabla(d w)_{z}\left(z^{\prime}\right)=-\nabla(d w)_{z^{\prime}}(z)=\nabla w\left(z^{\prime}\right)-\nabla w(z) \quad \forall z, z^{\prime} \in Z, \tag{24}
\end{equation*}
$$

We now state the non-Euclidean proximal ADMM based on the class of distance generating functions introduced in Definition 3.1.

## Non-Euclidean Proximal ADMM (NEP-ADMM)

(0) Define $Z_{i}:=\operatorname{dom} f_{i}$ for $i=1,2$ and let $\bar{\beta}$ be as in (A4). Let an initial point $\left(x_{1}^{0}, x_{2}^{0}, y^{0}, \lambda^{0}\right) \in$ $Z_{1} \times Z_{2} \times \mathbb{R}^{q} \times \mathbb{R}^{d}$ and scalars $M_{i} \geq m_{i}>0, i=1,2$, be given. Choose scalars $M \geq m>0$, $\beta \geq \bar{\beta}$ and a stepsize parameter $\theta \in(0,2)$ such that

$$
\begin{equation*}
\delta_{1}:=\frac{m+\mu_{g}+\beta \sigma_{B}}{4}-\frac{3 \gamma_{\theta}\left(M^{2}+L_{g}^{2}\right)}{\beta \sigma_{B}^{+}}>0 \tag{25}
\end{equation*}
$$

where $\sigma_{B}, \sigma_{B}^{+}$and $\gamma_{\theta}$ are as in step 0 of the linearized proximal ADMM. Set $k=1$ and go to step 1.
(1) Choose $w_{1}^{k} \in \mathcal{D}_{Z_{1}}\left(m_{1}, M_{1}\right)$ and compute an optimal solution $x_{1}^{k} \in \mathbb{R}^{n_{1}}$ of

$$
\begin{equation*}
\min _{x_{1} \in \mathbb{R}^{n_{1}}}\left\{\mathcal{L}_{\beta}\left(x_{1}, x_{2}^{k-1}, y^{k-1}, \lambda^{k-1}\right)+\left(d w_{1}^{k}\right)_{x_{1}^{k-1}}\left(x_{1}\right)\right\} . \tag{26}
\end{equation*}
$$

Also, choose $w_{2}^{k} \in \mathcal{D}_{Z_{2}}\left(m_{2}, M_{2}\right)$ and an optimal solution $x_{2}^{k} \in \mathbb{R}^{n_{2}}$ of

$$
\begin{equation*}
\min _{x_{2} \in \mathbb{R}^{n_{2}}}\left\{\mathcal{L}_{\beta}\left(x_{1}^{k}, x_{2}, y^{k-1}, \lambda^{k-1}\right)+\left(d w_{2}^{k}\right)_{x_{2}^{k-1}}\left(x_{2}\right)\right\} . \tag{27}
\end{equation*}
$$

(2) Choose $w^{k} \in \mathcal{D}_{\mathbb{R}^{q}}(m, M)$ and compute an optimal solution $y^{k} \in \mathbb{R}^{q}$ of

$$
\begin{equation*}
\min _{y \in \mathbb{R}^{q}}\left\{\mathcal{L}_{\beta}\left(x_{1}^{k}, x_{2}^{k}, y, \lambda^{k-1}\right)+\left(d w^{k}\right)_{y^{k-1}}(y)\right\} . \tag{28}
\end{equation*}
$$

(3) Set

$$
\begin{equation*}
\lambda^{k}=\lambda^{k-1}-\theta \beta\left[A_{1} x_{1}^{k}+A_{2} x_{2}^{k}+B y^{k}-b\right], \tag{29}
\end{equation*}
$$

$k \leftarrow k+1$, and go to step (1).
end

Some comments about the NEP-ADMM stated above are in order. First, it follows from (25) that $m+\mu_{g}+\beta \sigma_{B}>0$ and hence that the objective function of (28) is $\left(m+\mu_{g}+\beta \sigma_{B}\right)$-strongly convex which in turn implies that $y^{k}$ is uniquely determined. Second, it is always possible to choose $m$, $M, \beta$ and $\theta$ so that (25) is satisfied since the first fraction in (25) can be made positive by choosing either $m$ sufficiently large or $\beta$ sufficiently large if $\sigma_{B}>0$, while the second fraction in (25) can be made smaller than the first one by choosing either $\beta$ sufficiently large or $\theta>0$ sufficiently close to zero. Third, as will be shown in Subsection 2.3, the linearized proximal ADMM can be viewed as an instance of the NEP-ADMM when the distance generating functions $w_{1}^{k}, w_{2}^{k}$, and $w^{k}$ are properly chosen. Fourth, the use of variable distance generating functions (or variable metrics) is not only interesting in its own right but allows us to treat linearized ADMMs in a unified manner.

The next result describes a set of inclusions/equations satisfied by the sequence generated by the NEP-ADMM.
Lemma 3.2. Consider the sequence $\left\{\left(x_{1}^{k}, x_{2}^{k}, y^{k}, \lambda^{k}\right)\right\}$ generated by the NEP-ADMM and let $\hat{\lambda}^{k}$ be as in (19). Moreover, for every $k \geq 1$, define

$$
\begin{equation*}
R_{1}^{k}:=\beta A_{1}^{*} A_{2} \Delta x_{2}^{k}+\beta A_{1}^{*} B \Delta y^{k}-\Delta w_{1}^{k} \text { and } R_{2}^{k}:=\beta A_{2}^{*} B \Delta y^{k}-\Delta w_{2}^{k} . \tag{30}
\end{equation*}
$$

where $\Delta x_{2}^{k}$ and $\Delta y^{k}$ are as in (20) and

$$
\Delta w_{i}^{k}:=\nabla w_{i}^{k}\left(x_{i}^{k}\right)-\nabla w_{i}^{k}\left(x_{i}^{k-1}\right), i=1,2 .
$$

Then, for every $k \geq 1$, we have:

$$
\begin{align*}
R_{i}^{k} & \in \partial f_{i}\left(x_{i}^{k}\right)-A_{i}^{*} \hat{\lambda}^{k} \quad i=1,2,  \tag{31}\\
0 & =\left[\nabla g\left(y^{k}\right)-B^{*} \hat{\lambda}^{k}\right]+\Delta w^{k},  \tag{32}\\
0 & =\left[A_{1} x_{1}^{k}+A_{2} x_{2}^{k}+B y^{k}-b\right]+\frac{1}{\theta \beta} \Delta \lambda^{k} \tag{33}
\end{align*}
$$

where $\Delta w^{k}:=\nabla w^{k}\left(y^{k}\right)-\nabla w^{k}\left(y^{k-1}\right)$ and $\Delta \lambda^{k}:=\lambda^{k}-\lambda^{k-1}$.
Proof. The optimality conditions (see Proposition 1.3) for (26), (27) and (28) imply that

$$
\begin{aligned}
& 0 \in \partial f_{1}\left(x_{1}^{k}\right)-A_{1}^{*}\left[\lambda_{k-1}-\beta\left(A_{1} x_{1}^{k}+A_{2} x_{2}^{k-1}+B y^{k-1}-b\right)\right]+\Delta w_{1}^{k}, \\
& 0 \in \partial f_{2}\left(x_{2}^{k}\right)-A_{2}^{*}\left[\lambda_{k-1}-\beta\left(A_{1} x_{1}^{k}+A_{2} x_{2}^{k}+B y^{k-1}-b\right)\right]+\Delta w_{2}^{k}, \\
& 0=\nabla g\left(y^{k}\right)-B^{*}\left[\lambda^{k-1}-\beta\left(A_{1} x_{1}^{k}+A_{2} x_{2}^{k}+B y^{k}-b\right)\right]+\Delta w^{k},
\end{aligned}
$$

respectively. These relations combined with (19) immediately yield (31) and (32). Relation (33) follows immediately from (29).

The convergence rate bounds for the NEP-ADMM stated in Theorem 3.3 below are expressed in terms of the following quantity. For a given $\left(y^{0}, \lambda^{0}\right) \in \mathbb{R}^{q} \times \mathbb{R}^{d}$, define

$$
\begin{align*}
\eta_{0}= & \eta_{0}\left(y^{0}, \lambda^{0}\right):= \\
\min _{\left(\Delta y^{0}, \Delta \lambda^{0}\right)} & \frac{c_{1}}{2}\left\|B^{*} \Delta \lambda^{0}\right\|^{2}+\frac{m+\mu_{g}+\beta \sigma_{B}}{4}\left\|\Delta y^{0}\right\|^{2}  \tag{34}\\
& \text { s.t. } M \Delta y^{0}+\frac{\theta-1}{\theta} B^{*} \Delta \lambda^{0}=B^{*} \lambda^{0}-\nabla g\left(y^{0}\right)
\end{align*}
$$

where

$$
\begin{equation*}
c_{1}:=\frac{2|\theta-1|}{\beta \theta(1-|\theta-1|) \sigma_{B}^{+}} \geq 0 . \tag{35}
\end{equation*}
$$

We now present the convergence rate result for the NEP-ADMM whose proof is given in Section 4. Its main conclusion is that the NEP-ADMM generates a quadruple ( $\bar{x}_{1}, \bar{x}_{2}, \bar{y}, \bar{\lambda}$ ) which satisfies the optimality conditions of Definition 2.1 within an error of $\mathcal{O}(1 / \sqrt{k})$.

Theorem 3.3. Let $\left(x_{1}^{0}, x_{2}^{0}, y^{0}, \lambda^{0}\right) \in \operatorname{dom} f_{1} \times \operatorname{dom} f_{2} \times \mathbb{R}^{q} \times \mathbb{R}^{d}$ be given and define

$$
\begin{equation*}
\Delta \mathcal{L}_{0}=\Delta \mathcal{L}_{0}(\beta):=\mathcal{L}_{\beta}\left(x_{1}^{0}, x_{2}^{0}, y^{0}, \lambda^{0}\right)-v(\beta)+\eta_{0} \tag{36}
\end{equation*}
$$

where $\eta_{0}$ and $v(\beta)$ are as in (34) and (A4), respectively. Consider $\delta_{1}$ as in (25) and define

$$
\begin{equation*}
\delta_{2}=\left(\frac{\beta \theta \eta_{0}}{\Delta \mathcal{L}_{0}}+\frac{3 \theta \gamma_{\theta}\left(L_{g}^{2}+M^{2}\right)}{\sigma_{B}^{+} \delta_{1}}\right)^{-1} \tag{37}
\end{equation*}
$$

Moreover, let $\hat{\lambda}^{k}$ and $R_{i}^{k}, i=1,2$, be as in (19) and (30), respectively. Then, the following statements hold:
a) $\Delta \mathcal{L}_{0} \geq 0$;
b) for every $k \geq 1$, the inclusions (31)-(33) hold and there exists $j \leq k$ such that

$$
\begin{gathered}
\left\|R_{1}^{j}\right\| \leq 2\left(\frac{\beta\left\|A_{1}^{*} A_{2}\right\|}{\sqrt{m_{2}}}+\frac{\beta\left\|A_{1}^{*} B\right\|}{\sqrt{\delta_{1}}}+\frac{M_{1}}{\sqrt{m_{1}}}\right) \sqrt{\frac{\Delta \mathcal{L}_{0}}{k}}, \quad\left\|R_{2}^{j}\right\| \leq 2\left(\frac{\beta\left\|A_{2}^{*} B\right\|}{\sqrt{\delta_{1}}}+\frac{M_{2}}{\sqrt{m_{2}}}\right) \sqrt{\frac{\Delta \mathcal{L}_{0}}{k}}, \\
\left\|\nabla g\left(y^{j}\right)-B^{*} \hat{\lambda}^{j}\right\| \leq M \sqrt{\frac{2 \Delta \mathcal{L}_{0}}{\delta_{1} k}}, \quad\left\|A_{1} x_{1}^{j}+A_{2} x_{2}^{j}+B y^{j}-b\right\| \leq \frac{1}{\beta \theta} \sqrt{\frac{2 \Delta \mathcal{L}_{0}}{\delta_{2} k}} .
\end{gathered}
$$

### 3.2 Proof of Theorem 2.3

The main goal of this subsection is to present the proof of Theorem 2.3 which is based on showing that the linearized proximal ADMM is an instance of the NEP-ADMM and then using Theorem 3.3.

The next result shows how to obtain distance generating functions from Lipschitz decompositions of a proper lower semi-continuous function.

Proposition 3.4. Let $\left(\phi_{l}, \phi_{n}\right)$ be a $\bar{\tau}$-Lipschitz decomposition of a proper lower semi-continuous function $\phi$ where $\bar{\tau} \geq 0$ and, for some $\tau>\bar{\tau}$, define

$$
w_{l}:=\frac{\tau}{2}\|\cdot\|^{2}-\phi_{l} .
$$

Then, the following statements hold:
(a) $w_{l} \in D_{Z}\left(m_{l}, M_{l}\right)$ where $Z:=\operatorname{dom} \phi$ and

$$
m_{l}=\tau-\bar{\tau}, \quad M_{l}:=\tau+\bar{\tau} ;
$$

(b) for every $z, z^{\prime} \in \operatorname{dom} \phi$, we have

$$
\phi_{l}(z)+\left(d w_{l}\right)_{z^{\prime}}(z)=\ell_{\phi_{l}}\left(z ; z^{\prime}\right)+\frac{\tau}{2}\left\|z-z^{\prime}\right\|^{2} .
$$

Proof. Definition 2.1 implies that $\nabla \phi_{l}$ is $\bar{\tau}$-Lipschitz continuous on $\operatorname{co}(Z)$ and hence

$$
\left(d \phi_{l}\right)_{z^{\prime}}(z) \leq \frac{\bar{\tau}}{2}\left\|z^{\prime}-z\right\|^{2} \quad \forall z, z^{\prime} \in \operatorname{co}(Z)
$$

This inequality together with the definition of $w_{l}$ then imply that

$$
\left(d w_{l}\right)_{z^{\prime}}(z)=\frac{\tau}{2}\left\|z^{\prime}-z\right\|^{2}-\left(d \phi_{l}\right)_{z^{\prime}}(z) \geq \frac{\tau-\bar{\tau}}{2}\left\|z^{\prime}-z\right\|^{2}=\frac{m_{l}}{2}\left\|z^{\prime}-z\right\|^{2} \quad \forall z, z^{\prime} \in \operatorname{co}(Z)
$$

Since $\nabla w_{l}(z)=\tau z-\nabla \phi_{l}(z)$, the $\bar{\tau}$-Lipschitz continuity of $\nabla \phi_{l}$ on $\operatorname{co}(Z)$ also implies that

$$
\left\|\nabla w_{l}(z)-\nabla w_{l}\left(z^{\prime}\right)\right\| \leq \tau\left\|z-z^{\prime}\right\|+\left\|\nabla \phi_{l}(z)-\nabla \phi_{l}\left(z^{\prime}\right)\right\| \leq(\tau+\bar{\tau})\left\|z-z^{\prime}\right\| \quad \forall z, z^{\prime} \in \operatorname{co}(Z)
$$

Hence (a) follows. (b) follows immediately from the following relation:

$$
\left(d w_{l}\right)_{z^{\prime}}(z)=\frac{\tau}{2}\left\|z-z^{\prime}\right\|^{2}-\left(d \phi_{l}\right)_{z^{\prime}}(z)=\frac{\tau}{2}\left\|z-z^{\prime}\right\|^{2}-\left[\phi_{l}(z)-\ell_{\phi_{l}}\left(z ; z^{\prime}\right)\right] .
$$

The next result shows that the linearized proximal ADMM is an instance of the NEP-ADMM.
Proposition 3.5. The linearized proximal $A D M M$ is an instance of the $N E P-A D M M$ where $m_{i}=$ $\tau_{i}-\bar{\tau}_{i}, M_{i}=\tau_{i}+\bar{\tau}_{i}, i=1,2, m=\tau-\bar{\tau}, M=\tau+\bar{\tau}$ and the distance generating functions are given by

$$
w_{i}:=\frac{\tau_{i}}{2}\|\cdot\|^{2}-\phi_{i}, \quad i=1,2, \text { and } w:=\frac{\tau}{2}\|\cdot\|^{2}-\phi .
$$

Proof. From step 1 of the linearized proximal ADMM we see that, for each $k \geq 1$, the pairs ( $\phi_{l}^{k}, \phi_{n}^{k}$ ) and $\left(\phi_{i, l}^{k}, \phi_{i, n}^{k}\right)$, $\mathrm{i}=1,2$, are $\bar{\tau}$-Lipschitz and $\bar{\tau}_{i}$-Lipschitz decomposition of the partial augmented Lagrangians $\mathcal{L}_{y}^{k}:=\mathcal{L}_{\beta}\left(x_{1}^{k}, x_{2}^{k}, \cdot, \lambda^{k-1}\right), \mathcal{L}_{x_{1}}^{k}:=\mathcal{L}_{\beta}\left(\cdot, x_{2}^{k-1}, y^{k-1}, \lambda^{k-1}\right)$ and $\mathcal{L}_{x_{2}}^{k}:=\mathcal{L}_{\beta}\left(x_{1}^{k}, \cdot, y^{k-1}, \lambda^{k-1}\right)$, respectively. Hence, using Proposition 3.4 consecutively with $\phi=\mathcal{L}_{y}^{k}, \tau$ and $\bar{\tau}$ as above, and $\phi=\mathcal{L}_{x_{i}}^{k}, \bar{\tau}=\bar{\tau}_{i}, \tau=\tau_{i}, i=1,2$, we see that $\bar{\delta}_{1}$ as in (9) corresponds exactly to $\delta_{1}$ given in (25). Moreover, the subproblems (11), (12) and (13) correspond to (26), (27) and (28), respectively. Hence, since (14) is the same as (29), the proof is concluded.

We end this subsection by presenting the proof of Theorem 2.3.
Proof of Theorem 2.3. Proposition 3.5 shows that the linearized proximal ADMM is an instance of the NEP-ADMM. Moreover, by considering the scalars $m_{i}, M_{i}, i=1,2$, and $m, M$ as in Proposition 3.5, we see that $\bar{\delta}_{1}$ as in (9) corresponds to $\delta_{1}$ given in (25). Also, from (15), (16), (34) and (36), we see that $\eta_{0} \leq \bar{\eta}_{0}, \Delta \mathcal{L}_{0} \leq \Delta \overline{\mathcal{L}}_{0}$ and $\bar{\eta}_{0} / \Delta \overline{\mathcal{L}}_{0} \leq \eta_{0} / \Delta \mathcal{L}_{0}$ which in turn implies that $\bar{\delta}_{2} \geq \delta_{2}$. Clearly by choosing $w_{i}, i=1,2$, as in Proposition 3.5, we also see that $\bar{R}_{i}^{k}$ as in (18) corresponds to $R_{i}^{k}$ given in (30), $i=1,2$, respectively. Hence, altogether show that Theorem 2.3 follows from Theorem 3.3.

## 4 Proof of Theorem 3.3

The main goal of this section is to provide the proof of Theorem 3.3. First we need some technical lemmas. The first one provides a recursive relation for the sequence $\left\{\Delta \lambda^{k}\right\}$.

Lemma 4.1. Let $\Delta y^{0} \in \mathbb{R}^{q}$ and $\Delta \lambda^{0} \in \mathbb{R}^{d}$ be such that

$$
\begin{equation*}
M \Delta y^{0}+\frac{\theta-1}{\theta} B^{*} \Delta \lambda^{0}=B^{*} \lambda^{0}-\nabla g\left(y^{0}\right) \tag{38}
\end{equation*}
$$

and define $\Delta w^{0}:=M \Delta y^{0}$. Then, for every $k \geq 1$, we have

$$
\begin{equation*}
B^{*} \Delta \lambda^{k}=(1-\theta) B^{*} \Delta \lambda^{k-1}+\theta u^{k} \tag{39}
\end{equation*}
$$

where

$$
\begin{equation*}
u^{k}:=\Delta g^{k}+\left(\Delta w^{k}-\Delta w^{k-1}\right), \quad \Delta g^{k}:=\nabla g^{k}\left(y^{k}\right)-\nabla g^{k}\left(y^{k-1}\right) \quad \forall k \geq 1 \tag{40}
\end{equation*}
$$

$\Delta \lambda^{k}$ and $\Delta w^{k}$ are as in Lemma 3.2.
Proof. Using (19) and (33) we easily see that

$$
\theta \hat{\lambda}^{k}:=\lambda^{k}+(\theta-1) \lambda^{k-1}, \quad \forall k \geq 1
$$

This expression together with (32) then imply that

$$
\begin{equation*}
B^{*} \lambda^{k}=(1-\theta) B^{*} \lambda^{k-1}+\theta\left[\nabla g\left(y^{k}\right)+\Delta w^{k}\right], \quad \forall k \geq 1 . \tag{41}
\end{equation*}
$$

Hence, in view of (40), relation (39) holds for every $k \geq 2$. Now, note that (38) is equivalent to the relation $\theta\left(\nabla g\left(y^{0}\right)+\Delta w^{0}\right)=\theta B^{*} \lambda^{0}+(1-\theta) B^{*} \Delta \lambda^{0}$. Hence using this relation, (40) and (41) both with $k=1$, we have

$$
\begin{aligned}
B^{*} \Delta \lambda^{1} & =-\theta B^{*} \lambda^{0}+\theta\left[\nabla g\left(y^{1}\right)+\Delta w^{1}\right] \\
& =-\theta B^{*} \lambda^{0}+\theta\left[\nabla g\left(y^{0}\right)+\Delta w^{0}+u^{1}\right] \\
& =-\theta B^{*} \lambda^{0}+\theta B^{*} \lambda^{0}+(1-\theta) B^{*} \Delta \lambda^{0}+\theta u^{1} .
\end{aligned}
$$

Hence (39) also holds for $k=1$.
The next lemma describes how the sequence $\left\{\left(x_{1}^{k}, x_{2}^{k}, y^{k}, \lambda^{k}\right)\right\}$ affects the value of the augmented Lagrangian function defined in (8).

Lemma 4.2. For every $k \geq 1$, we have
(a) $\mathcal{L}_{\beta}\left(x_{1}^{k}, x_{2}^{k-1}, y^{k-1}, \lambda^{k-1}\right)-\mathcal{L}_{\beta}\left(x_{1}^{k-1}, x_{2}^{k-1}, y^{k-1}, \lambda^{k-1}\right) \leq-\left(d w_{1}^{k}\right)_{x_{1}^{k-1}}\left(x_{1}^{k}\right)$;
(b) $\mathcal{L}_{\beta}\left(x_{1}^{k}, x_{2}^{k}, y^{k-1}, \lambda^{k-1}\right)-\mathcal{L}_{\beta}\left(x_{1}^{k}, x_{2}^{k-1}, y^{k-1}, \lambda^{k-1}\right) \leq-\left(d w_{2}^{k}\right)_{x_{2}^{k-1}}\left(x_{2}^{k}\right)$;
(c) $\mathcal{L}_{\beta}\left(x_{1}^{k}, x_{2}^{k}, y^{k}, \lambda^{k-1}\right)-\mathcal{L}_{\beta}\left(x_{1}^{k}, x_{2}^{k}, y^{k-1}, \lambda^{k-1}\right) \leq-\left(2 m+\mu_{g}+\beta \sigma_{B}\right)\left\|\Delta y^{k}\right\|^{2} / 2$;
(d) $\mathcal{L}_{\beta}\left(x_{1}^{k}, x_{2}^{k}, y^{k}, \lambda^{k}\right)-\mathcal{L}_{\beta}\left(x_{1}^{k}, x_{2}^{k}, y^{k}, \lambda^{k-1}\right)=\left\|\Delta \lambda^{k}\right\|^{2} /(\theta \beta)$.

Proof. (a) and (b) follows directly from (26) and (27), respectively.
(c) Observe that the objective function of (28) can be written as

$$
\begin{equation*}
\mathcal{L}_{\beta}\left(x_{1}^{k}, x_{2}^{k}, \cdot, \lambda^{k-1}\right)+\left(d w^{k}\right)_{y^{k-1}}(\cdot)=g+\psi \tag{42}
\end{equation*}
$$

where $\psi=q+w^{k}$ for some quadratic function $q$ whose Hessian is $\beta B^{*} B$. Hence, $\mu_{\psi} \geq m+\beta \sigma_{B}>-\mu_{g}$ where the second inequality is due to (25). Since $\mu_{g}+\mu_{\psi}>0$, it follows from (42) and Lemma A. 1 with $\mu=\mu_{g}, y=y^{k-1}$ and $\bar{y}=y^{k}$ that

$$
\begin{aligned}
\mathcal{L}_{\beta}\left(x_{1}^{k}, x_{2}^{k}, y^{k-1}, \lambda^{k-1}\right) & =(g+\psi)\left(y^{k-1}\right) \geq(g+\psi)\left(y^{k}\right)+(d \psi)_{y^{k-1}}\left(y^{k}\right)+\frac{\mu_{g}}{2}\left\|\Delta y^{k}\right\|^{2} \\
& =\mathcal{L}_{\beta}\left(x_{1}^{k}, x_{2}^{k}, y^{k}, \lambda^{k-1}\right)+2\left(d w^{k}\right)_{y^{k-1}}\left(y^{k}\right)+\frac{\beta}{2}\left\|B \Delta y^{k}\right\|^{2}+\frac{\mu_{g}}{2}\left\|\Delta y^{k}\right\|^{2} \\
& \geq \mathcal{L}_{\beta}\left(x_{1}^{k}, x_{2}^{k}, y^{k}, \lambda^{k-1}\right)+\frac{2 m+\mu_{g}+\beta \sigma_{B}}{2}\left\|\Delta y^{k}\right\|^{2} .
\end{aligned}
$$

(d) This statement follows from (29), the identity $\Delta \lambda^{k}=\lambda^{k}-\lambda^{k-1}$ and the fact that (8) implies that

$$
\mathcal{L}_{\beta}\left(x_{1}^{k}, x_{2}^{k}, y^{k}, \lambda^{k}\right)=\mathcal{L}_{\beta}\left(x_{1}^{k}, x_{2}^{k}, y^{k}, \lambda^{k-1}\right)-\left\langle\lambda^{k}-\lambda^{k-1}, A_{1} x_{1}^{k}+A_{2} x_{2}^{k}+B y^{k}-b\right\rangle .
$$

Our goal now is to show that a certain sequence associated with $\left\{\mathcal{L}_{\beta}\left(x_{1}^{k}, x_{2}^{k}, y^{k}, \lambda^{k}\right)\right\}$ is monotonically decreasing, namely, the sequence $\left\{\hat{\mathcal{L}}_{k}\right\}$ defined as

$$
\begin{equation*}
\hat{\mathcal{L}}_{k}:=\mathcal{L}_{\beta}\left(x_{1}^{k}, x_{2}^{k}, y^{k}, \lambda^{k}\right)+\eta_{k} \quad \forall k \geq 0, \tag{43}
\end{equation*}
$$

where

$$
\begin{equation*}
\eta_{k}:=\frac{c_{1}}{2}\left\|B^{*} \Delta \lambda^{k}\right\|^{2}+\frac{m+\mu_{g}+\beta \sigma_{B}}{4}\left\|\Delta y^{k}\right\|^{2} \quad \forall k \geq 1 \tag{44}
\end{equation*}
$$

$\eta_{0}$ and $c_{1}$ are as in (34) and (35), respectively. Before establishing the monotonicity property of the sequence $\left\{\hat{\mathcal{L}}_{k}\right\}$, we state some technical results. The first one describes an upper bound on $\hat{\mathcal{L}}_{k}-\hat{\mathcal{L}}_{k-1}$ in terms quantities related to $\left\{\Delta x_{1}^{k}\right\},\left\{\Delta x_{2}^{k}\right\},\left\{\Delta \lambda^{k}\right\}$ and $\left\{\Delta y^{k}\right\}$.

Lemma 4.3. For every $k \geq 1$,

$$
\begin{equation*}
\hat{\mathcal{L}}_{k}-\hat{\mathcal{L}}_{k-1} \leq-\left(d w_{1}^{k}\right)_{x_{1}^{k-1}}\left(x_{1}^{k}\right)-\left(d w_{2}^{k}\right)_{x_{2}^{k-1}}\left(x_{2}^{k}\right)+\Theta_{\lambda}^{k}+\Theta_{y}^{k} \tag{45}
\end{equation*}
$$

where

$$
\begin{equation*}
\Theta_{\lambda}^{k}:=\frac{1}{\beta \theta}\left\|\Delta \lambda^{k}\right\|^{2}+\frac{c_{1}}{2}\left(\left\|B^{*} \Delta \lambda^{k}\right\|^{2}-\left\|B^{*} \Delta \lambda^{k-1}\right\|^{2}\right) \tag{46}
\end{equation*}
$$

and

$$
\begin{equation*}
\Theta_{y}^{k}:=-\left(\frac{m+\mu_{g}+\beta \sigma_{B}}{4}\right)\left(\left\|\Delta y^{k}\right\|^{2}+\left\|\Delta y^{k-1}\right\|^{2}\right), \tag{47}
\end{equation*}
$$

where $c_{1}$ is defined in (35).
Proof. The lemma follows by adding the inequalities given in statements (a), (b), (c) and (d) of the previous lemma and using the definition of $\hat{\mathcal{L}}_{k}$ in (43).

The next result provides an upper bound for $\Theta_{\lambda}^{k}$ in terms of the sequence $\left\{\Delta y^{k}\right\}$.
Lemma 4.4. Consider $\Theta_{\lambda}^{k}$ as in (46) and $u^{k}$ as in (40). Then,

$$
\Theta_{\lambda}^{k} \leq \frac{\gamma_{\theta}}{\beta \sigma_{B}^{+}}\left\|u_{k}\right\|^{2} \leq \frac{\gamma_{\theta}}{\beta \sigma_{B}^{+}}\left[3\left(L_{g}^{2}+M^{2}\right)\left\|\Delta y^{k}\right\|^{2}+3 M^{2}\left\|\Delta y^{k-1}\right\|^{2}\right] \quad \forall k \geq 1
$$

where $\gamma_{\theta}$ and $\Delta y^{0}$ are defined in (10) and Lemma 4.1, respectively.

Proof. The proof of the first inequality is the same as the one given in Lemma 3.5 of [10]. We now prove the second inequality. Note that due to the Lipschitz continuity of $\nabla w^{k}$, non-expansiveness of the projection operator, and the fact that $\Delta w^{0}=M \Delta y^{0}$ (see Lemma 4.1), we obtain $\left\|\mathcal{P}\left(\Delta w^{k}\right)\right\| \leq$ $M\left\|\Delta y^{k}\right\|$ for all $k \geq 0$. The latter relation, assumption (A2), the fact that $u^{k} \in \operatorname{Im} B^{*}$ (see (39)), and relation (40), imply that

$$
\begin{aligned}
\left\|u^{k}\right\|^{2} & =\left\|\mathcal{P}_{B^{*}}\left(u^{k}\right)\right\|^{2}=\left\|\mathcal{P}_{B^{*}}\left[\Delta g_{k}+\left(\Delta w^{k}-\Delta w^{k-1}\right)\right]\right\|^{2} \\
& \leq\left[L_{g}\left\|\Delta y^{k}\right\|+M\left(\left\|\Delta y^{k}\right\|+\left\|\Delta y^{k-1}\right\|\right)\right]^{2} \leq 3\left[L_{g}^{2}\left\|\Delta y^{k}\right\|^{2}+M^{2}\left(\left\|\Delta y^{k}\right\|^{2}+\left\|\Delta y^{k-1}\right\|^{2}\right)\right]
\end{aligned}
$$

where the last two inequalities follow from the triangle inequality for norms and the relation $\left(s_{1}+\right.$ $\left.s_{2}+s_{3}\right)^{2} \leq 3\left(s_{1}^{2}+s_{2}^{2}+s_{3}^{3}\right)$ for $s_{1}, s_{2}, s_{3} \in \mathbb{R}$.

The next proposition shows that the sequence $\left\{\hat{\mathcal{L}}_{k}\right\}$ is decreasing and bounded below.
Proposition 4.5. The following statements hold:
(a) for every $k \geq 1$,

$$
\hat{\mathcal{L}}_{k}-\hat{\mathcal{L}}_{k-1} \leq-\left(d w_{1}^{k}\right)_{x_{1}^{k-1}}\left(x_{1}^{k}\right)-\left(d w_{2}^{k}\right)_{x_{2}^{k-1}}\left(x_{2}^{k}\right)-\delta_{1}\left(\left\|\Delta y^{k}\right\|^{2}+\left\|\Delta y^{k-1}\right\|^{2}\right)
$$

(b) the sequence $\left\{\hat{\mathcal{L}}_{k}\right\}$ given in (43) satisfies $\hat{\mathcal{L}}_{k} \geq v(\beta)$ for every $k \geq 1$;
(c) for every $k \geq 1$,

$$
\sum_{j=1}^{k}\left[\left(d w_{1}^{j}\right)_{x_{1}^{j-1}}\left(x_{1}^{j}\right)+\left(d w_{2}^{j}\right)_{x_{2}^{j-1}}\left(x_{2}^{j}\right)+\delta_{1}\left(\left\|\Delta y^{j}\right\|^{2}+\left\|\Delta y^{j-1}\right\|^{2}\right)\right] \leq \Delta \mathcal{L}_{0}
$$

where $v(\beta), \delta_{1}$ and $\Delta \mathcal{L}_{0}$ are as in (A4), (25) and (16), respectively.
Proof. (a) It follows from Lemma 4.4 that

$$
\Theta_{\lambda}^{k} \leq \frac{3 \gamma_{\theta}\left(L_{g}^{2}+M^{2}\right)}{\beta \sigma_{B}^{+}}\left(\left\|\Delta y^{k}\right\|^{2}+\left\|\Delta y^{k-1}\right\|^{2}\right)
$$

and hence, in view of (25) and (47), we have

$$
\begin{aligned}
\Theta_{\lambda}^{k}+\Theta_{y}^{k} & \leq-\left[\frac{m+\mu_{g}+\beta \sigma_{B}}{4}-\frac{3 \gamma_{\theta}\left(L_{g}^{2}+M^{2}\right)}{\beta \sigma_{B}^{+}}\right]\left(\left\|\Delta y^{k}\right\|^{2}+\left\|\Delta y^{k-1}\right\|^{2}\right) \\
& =-\delta_{1}\left(\left\|\Delta y^{k}\right\|^{2}+\left\|\Delta y^{k-1}\right\|^{2}\right)
\end{aligned}
$$

Hence, (a) follows by combining the above estimate with (45). The proof of (b) is given in Appendix $B$, and the proof of (c) follows from (a), (b) and the definition of $\Delta \mathcal{L}_{0}$ in (16).

Proposition 4.6. Let $\Delta \mathcal{L}_{0}, \delta_{1}$ and $\delta_{2}$ be as in (36), (25) and (37), respectively. Then, for every $k \geq 1$, we have

$$
\begin{equation*}
\sum_{j=1}^{k}\left[\left(d w_{1}^{j}\right)_{x_{1}^{j-1}}\left(x_{1}^{j}\right)+\left(d w_{2}^{j}\right)_{x_{2}^{j-1}}\left(x_{2}^{j}\right)+\delta_{1}\left\|\Delta y^{j}\right\|^{2}+\delta_{2}\left\|\Delta \lambda^{j}\right\|^{2}\right] \leq 2 \Delta \mathcal{L}_{0} \tag{48}
\end{equation*}
$$

and there exists $j \leq k$ such that

$$
\begin{equation*}
\left\|\Delta x_{1}^{j}\right\| \leq \sqrt{\frac{4 \Delta \mathcal{L}_{0}}{k m_{1}}}, \quad\left\|\Delta x_{2}^{j}\right\| \leq \sqrt{\frac{4 \Delta \mathcal{L}_{0}}{k m_{2}}}, \quad\left\|\Delta y^{j}\right\| \leq \sqrt{\frac{2 \Delta \mathcal{L}_{0}}{k \delta_{1}}}, \quad\left\|\Delta \lambda^{j}\right\| \leq \sqrt{\frac{2 \Delta \mathcal{L}_{0}}{k \delta_{2}}} \tag{49}
\end{equation*}
$$

Proof. It follows from Proposition 4.5(c) that

$$
\begin{equation*}
\sum_{j=1}^{k}\left(\left\|\Delta y^{j}\right\|^{2}+\left\|\Delta y^{j-1}\right\|^{2}\right) \leq \frac{\Delta \mathcal{L}_{0}}{\delta_{1}} \tag{50}
\end{equation*}
$$

and that in order to prove (48), it suffices to show that

$$
\begin{equation*}
\sum_{j=1}^{k}\left\|\Delta \lambda^{j}\right\|^{2} \leq \frac{\Delta \mathcal{L}_{0}}{\delta_{2}} \tag{51}
\end{equation*}
$$

Then, in the remaining part of the proof we will show that (51) holds. By rewriting (46), we have

$$
\left\|\Delta \lambda^{k}\right\|^{2}=\beta \theta\left[\frac{c_{1}}{2}\left(\left\|B^{*} \Delta \lambda^{k-1}\right\|^{2}-\left\|B^{*} \Delta \lambda^{k}\right\|^{2}\right)+\Theta_{\lambda}^{k}\right] \quad \forall k \geq 1
$$

where $\Delta \lambda^{0}$ is such that the pair $\left(\Delta y^{0}, \Delta \lambda^{0}\right)$ is a solution of (34). Hence, using (34) and Lemma 4.4, we obtain

$$
\begin{aligned}
\sum_{j=1}^{k}\left\|\Delta \lambda^{j}\right\|^{2} & \leq \beta \theta\left[\frac{c_{1}}{2}\left\|B^{*} \Delta \lambda^{0}\right\|^{2}+\sum_{j=1}^{k} \Theta_{\lambda}^{j}\right] \leq \beta \theta \eta_{0}+\frac{\theta \gamma_{\theta}}{\sigma_{B}^{+}} \sum_{j=1}^{k}\left\|u^{j}\right\|^{2} \\
& \leq \beta \theta \eta_{0}+\sum_{j=1}^{k} \frac{3 \theta \gamma_{\theta} L_{g}^{2}}{\sigma_{B}^{+}}\left\|\Delta y^{j}\right\|^{2}+\frac{3 \theta \gamma_{\theta} M^{2}}{\sigma_{B}^{+}} \sum_{j=1}^{k}\left(\left\|\Delta y^{j}\right\|^{2}+\left\|\Delta y^{j-1}\right\|^{2}\right) \\
& \leq \frac{\beta \theta \eta_{0} \Delta \mathcal{L}_{0}}{\Delta \mathcal{L}_{0}}+\frac{3 \theta \gamma_{\theta} L_{g}^{2} \Delta \mathcal{L}_{0}}{\delta_{1} \sigma_{B}^{+}}+\frac{3 \theta \gamma_{\theta} M^{2} \Delta \mathcal{L}_{0}}{\delta_{1} \sigma_{B}^{+}} \\
& =\left[\frac{\beta \theta \eta_{0}}{\Delta \mathcal{L}_{0}}+\frac{3 \theta \gamma_{\theta}\left(L_{g}^{2}+M^{2}\right)}{\delta_{1} \sigma_{B}^{+}}\right] \Delta \mathcal{L}_{0}=\frac{\Delta \mathcal{L}_{0}}{\delta_{2}}
\end{aligned}
$$

where the fourth inequality is due to (50). Hence, (51) follows from the above estimate, proving (48). To end the proof of the proposition, combine (48) with the fact that $\left(d w_{i}^{k}\right)\left(z ; z^{\prime}\right) \geq m_{i}\left\|z-z^{\prime}\right\| / 2$, $i=1,2$, due to $w_{i}^{k} \in \mathcal{D}_{Z_{i}}\left(m_{i}, M_{i}\right), i=1,2$ (see steps 1 and 2 of the NEP-ADMM).

We end this section by presenting the proof of Theorem 3.3.

Proof of Theorem 3.3. (a) holds due to Proposition 4.5(c). Lemma 3.2 shows that the first statement of (b) holds. Now, it follows from (30), (32), (33) and the fact that $w_{i}^{k} \in \mathcal{D}_{Z_{i}}\left(m_{i}, M_{i}\right)$, $i=1,2$, and $w^{k} \in \mathcal{D}_{Z}(m, M)$, that

$$
\begin{aligned}
& \left\|R_{1}^{k}\right\| \leq \beta\left\|A_{1}^{*} A_{2}\right\|\left\|\Delta x_{2}^{k}\right\|+\beta\left\|A_{1}^{*} B\right\|\left\|\Delta y^{k}\right\|+M_{1}\left\|\Delta x_{1}^{k}\right\|, \\
& \left\|R_{2}^{k}\right\| \leq \beta\left\|A_{2}^{*} B\right\|\left\|\Delta y^{k}\right\|+M_{2}\left\|\Delta x_{2}^{k}\right\|, \\
& \left\|\nabla g\left(y^{k}\right)-B^{*} \hat{\lambda}^{k}\right\| \leq M\left\|\Delta y^{k}\right\|, \quad\left\|A_{1} x_{1}^{k}+A_{2} x_{2}^{k}+B y^{k}-b\right\|=\frac{1}{\beta \theta}\left\|\Delta \lambda^{k}\right\| .
\end{aligned}
$$

Hence, to end the proof, just combine the above relations with (49).

## A Auxiliary Result

This section presents an auxiliary result used in Lemma 4.2(c).
Lemma A.1. Assume that $g, \psi: \mathbb{R}^{q} \rightarrow \mathbb{R}$ are lower semicontinuous function such that for some $\mu \in \mathbb{R}, g(\cdot)-\mu\|\cdot\|^{2} / 2$ is convex and $\psi(\cdot)+\mu\|\cdot\|^{2} / 2$ is strongly convex and differentiable. Then, the problem

$$
\begin{equation*}
\min \left\{(g+\psi)(y): y \in \mathbb{R}^{q}\right\} \tag{52}
\end{equation*}
$$

has a unique optimal solution $\bar{y}$ and

$$
\begin{equation*}
(g+\psi)(y) \geq(g+\psi)(\bar{y})+(d \psi)_{\bar{y}}(y)+\frac{\mu}{2}\|y-\bar{y}\|^{2} \quad \forall y \in \mathbb{R}^{q} . \tag{53}
\end{equation*}
$$

Proof. Define $\tilde{g}:=g-\mu\|\cdot\|^{2} / 2$ and $\tilde{\psi}:=\psi+\mu\|\cdot\|^{2} / 2$. Clearly, $\tilde{g}$ is a proper lower semi-continuous convex function and $\tilde{\psi}$ is a strongly convex function. Since $g+\psi=\tilde{g}+\tilde{\psi}$, we conclude that the objective function of (52) is strongly convex, and hence that the first statement of the lemma follows. Moreover, we have

$$
0 \in \partial(g+\psi)(\bar{y})=\partial(\tilde{g}+\tilde{\psi})(\bar{y})=\partial \tilde{g}(\bar{y})+\nabla \tilde{\psi}(\bar{y})
$$

and hence

$$
\tilde{g}(y) \geq \tilde{g}(\bar{y})-\langle\nabla \tilde{\psi}(\bar{y}), y-\bar{y}\rangle \quad \forall y \in \mathbb{R}^{q} .
$$

On the other hand, the definition of $d \tilde{w}$ implies that

$$
\tilde{\psi}(y)=\tilde{\psi}(\bar{y})+\langle\nabla \tilde{\psi}(\bar{y}), y-\bar{y}\rangle+d \tilde{\psi}_{\bar{y}}(y) \quad \forall y \in \mathbb{R}^{q} .
$$

Adding the above two relations, and using the fact that $g+\psi=\tilde{g}+\tilde{\psi}$ and noting that

$$
(d \tilde{\psi})_{\bar{y}}(y)=(d \psi)_{\bar{y}}(y)+\frac{\mu}{2}\|y-\bar{y}\|^{2}
$$

we conclude that (53) holds.
Next we present the proof of Proposition 4.5(b).

## B Proof of Proposition 4.5(b)

We want to prove that $\hat{\mathcal{L}}_{k} \geq v(\beta)$ for every $k \geq 1$. Assume for contradiction that there exists an index $k_{0} \geq 0$ such that $\hat{\mathcal{L}}_{k_{0}+1}<v(\beta)$. Since $\left\{\hat{\mathcal{L}}_{k}\right\}$ is decreasing (see Proposition 4.5(a)), we obtain

$$
\sum_{k=1}^{j}\left(\hat{\mathcal{L}}_{k}-v(\beta)\right) \leq \sum_{k=1}^{k_{0}}\left(\hat{\mathcal{L}}_{k}-v(\beta)\right)+\left(j-k_{0}\right)\left(\hat{\mathcal{L}}_{k_{0}+1}-v(\beta)\right) \quad \forall j>k_{0}
$$

and hence

$$
\lim _{j \rightarrow \infty} \sum_{k=1}^{j}\left(\hat{\mathcal{L}}_{k}-v(\beta)\right)=-\infty
$$

On the other hand, it follows from (8), (29), (43) and (A4) that

$$
\begin{aligned}
\hat{\mathcal{L}}_{k} & =\mathcal{L}_{\beta}\left(x_{1}^{k}, x_{2}^{k}, y^{k}, \lambda^{k}\right)+\eta_{k} \geq \mathcal{L}_{\beta}\left(x_{1}^{k}, x_{2}^{k}, y^{k}, \lambda^{k}\right) \\
& =f_{1}\left(x_{1}^{k}\right)+f_{2}\left(x_{2}^{k}\right)+g\left(y^{k}\right)+\frac{\beta}{2}\left\|A_{1} x_{1}^{k}+A_{2} x_{2}^{k}+B y^{k}-b\right\|^{2}+\frac{1}{\beta \theta}\left\langle\lambda^{k}, \lambda^{k}-\lambda^{k-1}\right\rangle \\
& \geq v(\beta)+\frac{1}{2 \beta \theta}\left(\left\|\lambda^{k}\right\|^{2}-\left\|\lambda^{k-1}\right\|^{2}+\left\|\lambda^{k}-\lambda^{k-1}\right\|^{2}\right) \geq v(\beta)+\frac{1}{2 \beta \theta}\left(\left\|\lambda^{k}\right\|^{2}-\left\|\lambda^{k-1}\right\|^{2}\right)
\end{aligned}
$$

and hence that

$$
\sum_{k=1}^{j}\left(\hat{\mathcal{L}}_{k}-v(\beta)\right) \geq \frac{1}{2 \beta \theta}\left(\left\|\lambda^{j}\right\|^{2}-\left\|\lambda^{0}\right\|^{2}\right) \geq-\frac{1}{2 \beta \theta}\left\|\lambda^{0}\right\|^{2} \quad \forall j \geq 1
$$

which yields the desired contradiction.
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