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#### Abstract

Extending our previous work [T. Wang, R. D. C. Monteiro, and J.-S. Pang, Math. Programming, 74 (1996), pp. 159-195], this paper presents a general potential reduction Newton method for solving a constrained system of nonlinear equations. A major convergence result for the method is established. Specializations of the method to a convex semidefinite program and a monotone complementarity problem in symmetric matrices are discussed. Strengthened convergence results are established in the context of these specializations.
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1. Introduction. In the paper [36], we have introduced the problem of solving a system of nonlinear equations subject to additional constraints on the variables, i.e., a constrained system of equations. We have demonstrated that constrained equations (CEs) provide a unifying framework for the study of complementarity problems of various types, including the standard nonlinear complementarity problem and the Karush-Kuhn-Tucker system of a variational inequality. Postulating a partitioning property of the CE, we have introduced an interior point potential reduction algorithm for solving the CE and have applied this method to convex programs and monotone complementarity problems of different kinds. The goal of this paper is to present a potential reduction Newton method for solving a CE, without assuming the existence of the partitioning property that is key to the previous work.

The central problem studied in section 2 of this paper is as follows. Let $H: \Re^{n} \rightarrow$ $\Re^{n}$ be a given mapping from the real Euclidean space $\Re^{n}$ into itself and let $\Omega$ be a given closed subset of $\Re^{n}$. The constrained equation defined by the pair $(\Omega, H)$ is to find a vector $x \in \Re^{n}$ such that

$$
H(x)=0, \quad x \in \Omega
$$

We refer the reader to [36] for the initial motivation to study the CE. The method proposed in this paper for solving the $\mathrm{CE}(\Omega, H)$ combines ideas from the classical damped Newton method for solving the unconstrained system of equations $H(x)=0$, $x \in \Re^{n}$, and the family of interior point methods for solving constrained optimization and complementarity problems. A general convergence theory for the proposed

[^0]method is presented in section 2.4. Unlike the previous study [36], where we assume that the function $H(x)$ has a certain partition conformal to the set $\Omega$, we make no such assumption herein. Instead, the present work is based on a set of broad hypotheses on the pair $(\Omega, H)$.

In sections 3 and 4, we consider applications of our results to a monotone complementarity problem and a semidefinite convex program on the cone of positive semidefinite matrices. These applications yield new interior point methods for solving these problems whose convergence can be established under some mild assumptions. It should be noted that many interior point methods for the linear version of these problems have been proposed in the literature (e.g., see $[1,2,3,4,6,9,10,11,12,15$, $16,19,20,22,23,24,25,26,27,29,32,34,35,37])$.

We explain some terminology and fix the notation used throughout the paper. For a given subset $S$ of $\Re^{n}$, we let int $S$, cl $S$, and bd $S$ denote, respectively, the interior, closure, and boundary of $S$. If the mapping $H$ is (Fréchet) differentiable at a point $x$ in its domain, the Jacobian matrix of $H$ at $x$ is denoted $H^{\prime}(x)$; thus the $(i, j)$ entry of $H^{\prime}(x)$ is equal to $\partial H_{i}(x) / \partial x_{j}$ for $i, j=1, \ldots, n$. We write $H^{\prime}(x ; v) \equiv H^{\prime}(x) v$ for any vector $v \in \Re^{n}$; thus $H^{\prime}(x ; v)$ is the Fréchet derivative of $H$ at $x$ along the direction $v$. If $H(x, y)$ is a function of two arguments $(x, y) \in \Re^{n+m}$, then $H_{x}^{\prime}$ denotes the partial Jacobian matrix of $H$ with respect to the variable $x$. For a real-valued function $\phi: \Re^{n} \rightarrow \Re$, we write $\nabla \phi(x)$ for the gradient vector of $\phi$ at the vector $x \in \Re^{n}$. The $p$-norm of a vector $x$ is denoted by $\|x\|_{p}$; in particular, its 2-norm or Euclidean norm is denoted by $\|x\|$. For a vector $a \in \Re^{n}$, we let $[0, a]$ denote the line segment joining the origin and $a$. For a positive vector $u$, we let $u^{-1}$ denote the vector whose components are the reciprocals of the corresponding components of $u$. For a mapping $G: M \rightarrow N$ with domain $M$, range $N$, and subsets $D \subset M$ and $E \subset N$, we let

$$
G(D) \equiv\{G(u): u \in D\} \quad \text { and } \quad G^{-1}(E) \equiv\{u \in M: G(u) \in E\}
$$

The set of real matrices of order $n$ is denoted by $\mathcal{M}^{n}$; the subset of symmetric matrices in $\mathcal{M}^{n}$ is denoted by $\mathcal{S}^{n}$. The set $\mathcal{M}^{n}$ forms a finite-dimensional inner-product vector space with the inner product given by

$$
X \bullet Y \equiv \operatorname{tr}\left(X^{T} Y\right), \quad(X, Y) \in \mathcal{M}^{n}
$$

where "tr" denotes the trace of a matrix. This inner product induces the Frobenius norm for matrices given by

$$
\|X\|_{F} \equiv \sqrt{\operatorname{tr}\left(X^{T} X\right)}, \quad X \in \mathcal{M}^{n}
$$

The subsets of $\mathcal{S}^{n}$ consisting of the positive semidefinite and positive definite matrices are denoted by $\mathcal{S}_{+}^{n}$ and $\mathcal{S}_{++}^{n}$, respectively. For two matrices $A$ and $B$ in $\mathcal{S}^{n}$, we write $A \preceq B$ if $B-A \in \mathcal{S}_{+}^{n}$; similarly, $A \prec B$ means $B-A \in \mathcal{S}_{++}^{n}$. For any matrix $A \in \mathcal{S}_{+}^{n}$, $A^{1 / 2}$ denotes the square root of $A$; i.e., $A^{1 / 2}$ is the unique matrix in $\mathcal{S}_{+}^{n}$ such that $\left(A^{1 / 2}\right)^{2}=A$.
2. Description and analysis of the algorithm. In this section, we describe the potential reduction Newton algorithm for solving the CE $(\Omega, H)$, where $\Omega$ is a closed subset of $\Re^{n}$ and $H$ is a continuous mapping from $\Re^{n}$ into itself. This section is divided into four subsections as follows: in the first subsection, we lay down the basic assumptions on the pair $(\Omega, H)$; in the second subsection, we give some results which guarantee the existence of a solution for the $\mathrm{CE}(\Omega, H)$; in the third subsection, we present the detailed statement of the algorithm; in the fourth subsection, we establish a convergence theorem for the algorithm.
2.1. Basic assumptions. We introduce several key assumptions on the pair $(\Omega, H)$. Subsequently, these assumptions will be verified in the context of several applications of the CE. Among these assumptions, we postulate the existence of a closed convex subset $S$ that relates to the range of $H$ and possesses certain special properties. Based on such a set $S$ and a corresponding potential function $p$, an algorithm for solving the CE is developed. Part of the generality of the present framework stems from the freedom in the choice of $S$. There are two immediate benefits of this generality. One is that our framework provides a unified basis for the study of many iterative algorithms for solving nonlinear equations and mathematical programs. More importantly, the other benefit is that new algorithms can be constructed with novel choices of $S$. Of particular interest is the construction of sets $S$ and associated potential functions that depend on given starting points. These details will appear in subsequent sections. The blanket assumptions are as follows.
(A1) The closed set $\Omega$ has a nonempty interior.
(A2) There exists a closed convex set $S \subset \Re^{n}$ such that
(a) $0 \in S$;
(b) the (open) set $\Omega_{\mathcal{I}} \equiv H^{-1}$ (int $S$ ) $\cap$ int $\Omega$ is nonempty;
(c) the set $H^{-1}$ (int $\left.S\right) \cap \operatorname{bd} \Omega$ is empty.
(A3) $H$ is continuously differentiable on $\Omega_{\mathcal{I}}$, and $H^{\prime}(x)$ is nonsingular for all $x \in \Omega_{\mathcal{I}}$.
Assumption (A1) is needed for the applicability of an interior point method. The sets $S$ and $\Omega_{\mathcal{I}}$ in assumption (A2) contain the key elements of the proposed algorithm. (As noted by a referee, if $H$ is considered to be a mapping with domain $\Omega$, conditions (b) and (c) in (A2) are equivalent to the condition that $\emptyset \neq H^{-1}$ (int $S$ ) $\subset$ int $\Omega$.) Whereas $S$ pertains to the range of $H, \Omega_{\mathcal{I}}$ pertains to the domain. Initiated at a vector $x^{0}$ in $\Omega_{\mathcal{I}}$, the algorithm generates a sequence of iterates $\left\{x^{k}\right\} \subset \Omega_{\mathcal{I}}$ so that the sequence $\left\{H\left(x^{k}\right)\right\} \subset$ int $S$ will eventually converge to zero, thus accomplishing the goal of solving the $\mathrm{CE}(\Omega, H)$, at least approximately. Assumption (A3) facilitates the application of a Newton scheme for the generation of $\left\{x^{k}\right\}$; this scheme relies on a potential function for the set $\Omega_{\mathcal{I}}$ that is induced by such a function for int $S$. Specifically, we postulate the existence of a potential function $p$ : int $S \rightarrow \Re$ satisfying the following properties:
(A4) for every sequence $\left\{u^{k}\right\} \subset \operatorname{int} S$ such that

$$
\text { either } \lim _{k \rightarrow \infty}\left\|u^{k}\right\|=\infty \text { or } \lim _{k \rightarrow \infty} u^{k}=\bar{u} \in \operatorname{bd} S \backslash\{0\},
$$

we have

$$
\begin{equation*}
\lim _{k \rightarrow \infty} p\left(u^{k}\right)=\infty \tag{1}
\end{equation*}
$$

(A5) $p$ is continuously differentiable on its domain and $u^{T} \nabla p(u)>0$ for all nonzero $u \in \operatorname{int} S$.
A condition equivalent to (A4) is stated in the following straightforward result.
Lemma 1. Condition (A4) holds if and only if for all $\gamma \in \Re$ and $\varepsilon>0$, the set

$$
\Lambda(\varepsilon, \gamma) \equiv\{u \in \operatorname{int} S: p(u) \leq \gamma,\|u\| \geq \varepsilon\}
$$

is compact.
The notion of the central path has played a fundamental role in all interior point methods for solving optimization and complementarity problems [7, 13, 14]. Inspired
by this notion, we introduce an important vector $a$ that will be used to define a modified Newton direction that is key to the generation of the iterates for solving the CE $(\Omega, H)$. Although the vector $a$ is inspired by the central vector of all ones in the case where $S$ is the nonnegative orthant, since our present setting is very broad, the vector $a$ should not be thought of as just a "central vector" for int $S$; instead, $a$ is closely linked with the potential function $p$, which itself is fairly loosely restricted.
(A6) There exists a pair $(a, \bar{\sigma}) \in \Re^{n} \times(0,1]$ such that

$$
\|a\|^{2}\left(u^{T} \nabla p(u)\right) \geq \bar{\sigma}\left(a^{T} u\right)\left(a^{T} \nabla p(u)\right) \quad \forall u \in \operatorname{int} S
$$

Trivially, (A6) holds with $a=0$ and any $\bar{\sigma} \in(0,1]$. It follows that the entire development in this paper holds with $a=0$. Nevertheless, the interesting case is when $a \neq 0$. The purpose of (A6) is to identify a broad class of such vectors $a$ for which one can establish the convergence of the potential reduction algorithm of section 2.3. For many problems (such as those described in this paper), a nonzero vector $a$ satisfying (A6) can be identified easily; for others, we could always resort to the zero vector.

The basic role of the potential function $p$ is to keep the sequence $\left\{H\left(x^{k}\right)\right\}$ away from the set bd $S \backslash\{0\}$ while leading it toward the zero vector. Hence, its role is slightly different from that of a standard barrier function used in nonlinear programming, which in contrast penalizes an iterate when it gets close to any boundary point of $S$.

Our framework includes the most basic case of solving a smooth system of unconstrained equations. This case corresponds to $\Omega=\Re^{n}$. In this case, we may simply take $S$ to be the entire space $\Re^{n}$ (so that bd $S=\emptyset$ ), $p(u)$ to be the function $\|u\|^{2}, a$ to be any vector, and $\bar{\sigma}=1$. It is then clear that (A2) and (A4)-(A6) all hold easily.

Another simple case to illustrate the above assumptions (with an unspecified $\Omega$ ) is when $S$ is the nonnegative orthant $\Re_{+}^{n}$. In what follows, we establish the validity of conditions (A4)-(A6) for the function

$$
p(u)=\zeta \log u^{T} u-\sum_{i=1}^{n} \log u_{i}, \quad u>0
$$

and the pair $(a, \bar{\sigma})=(e, 1)$, where $\zeta>n / 2$ is an arbitrary scalar and $e$ is the $n$ dimensional vector of all ones. (Note: The $\ell_{1}$-norm of $u$, instead of $u^{T} u$, could also be used in the first logarithmic term. The analysis remains the same with the constant $\zeta$ properly adjusted.) Clearly, $p$ is norm-coercive on $\Re_{++}^{n}$; i.e.,

$$
\lim _{\substack{u>0 \\\|u\| \rightarrow \infty}} p(u)=\infty
$$

because for $u>0$,

$$
\begin{aligned}
p(u) & \geq \zeta\left(2 \log \left(\sum_{i=1}^{n} u_{i}\right)-\log n\right)-\sum_{i=1}^{n} \log u_{i} \\
& >(2 \zeta-n) \log \left(\sum_{i=1}^{n} u_{i}\right)-(\zeta-n) \log n
\end{aligned}
$$

where the first and second inequalities follow from the fact that $\|u\|_{1} \leq \sqrt{n}\|u\|$ and $n \log \left(\sum_{i=1}^{n} u_{i}\right)-\sum_{i=1}^{n} \log u_{i} \geq n \log n$, respectively. Moreover, for any positive se-
quence $\left\{u^{k}\right\}$ converging to a nonzero nonnegative vector with at least one zero component, the limit (1) clearly holds. Thus (A4) follows. Since

$$
u^{T} \nabla p(u)=u^{T}\left(\frac{2 \zeta}{\|u\|^{2}} u-u^{-1}\right)=2 \zeta-n>0
$$

(A5) holds. Moreover, with $(a, \bar{\sigma})=(e, 1)$, we now show that (A6) also holds. Indeed, we have for $u>0$,

$$
a^{T} \nabla p(u)=\frac{2 \zeta \sum_{i=1}^{n} u_{i}}{\sum_{i=1}^{n} u_{i}^{2}}-\sum_{i=1}^{n} u_{i}^{-1}
$$

thus

$$
\begin{aligned}
\frac{\left(a^{T} \nabla p(u)\right)\left(a^{T} u\right)}{\|a\|^{2}} & =n^{-1}\left[\frac{2 \zeta\|u\|_{1}^{2}}{\|u\|^{2}}-\left(\sum_{i=1}^{n} u_{i}^{-1}\right)\left(\sum_{i=1}^{n} u_{i}\right)\right] \\
& \leq 2 \zeta-n=u^{T} \nabla p(u)
\end{aligned}
$$

where the last inequality follows from the fact that $\|u\|_{1} \leq \sqrt{n}\|u\|$ and from the arithmetic-geometric mean inequality.

Other choices for the function $p$ exist for $S=\Re_{+}^{n}$. The above choice will be generalized to the case where $S$ involves the cone of symmetric positive semidefinite matrices.

Admittedly, the set $S$, function $p$, and vector $a$ as stated in the general assumptions (A2) and (A4)-(A6) are somewhat abstract. In particular, a question raised by a referee is whether our framework is applicable to a linear program over a general convex cone, the latter being an elegant problem that has received substantial interest in the optimization community in recent years. Needless to say, to be amenable to our framework, the cone linear program has to be written in the form of a CE. (We are convinced that this can be done via duality theory.) After this conversion, the ability to identify $S, p$, and $a$ depends on how much we know about the given cone. We believe that for cones arising most frequently in applications (such as the wellknown quadratic cone), this set, function, and vector can be identified (although the identification could entail considerable additional efforts). For general cones without additional properties, the applicability of our approach is not clear. A careful investigation may reveal some interesting connection between $S, p$, and $a$ and certain intrinsic conic properties; nevertheless, such an investigation is clearly beyond the scope of this paper.
2.2. Existence of solutions. In this subsection, we study conditions that guarantee the existence of solutions of the $\mathrm{CE}(\Omega, H)$. We start by giving a few definitions. Assume that $M$ and $N$ are two metric spaces and that $G: M \rightarrow N$ is a map between these two spaces. The map $G$ is said to be proper with respect to a set $E \subset N$ if $G^{-1}(K) \subset M$ is compact for every compact set $K \subset E$. If $G$ is proper with respect to $N$, we will simply say that $G$ is proper. For $D \subset M$, and $E \subset N$ such that $G(D) \subset E$, the restricted map $\tilde{G}: D \rightarrow E$ defined by $\tilde{G}(u) \equiv G(u)$ for all $u \in D$ is denoted by $\left.G\right|_{(D, E)}$; if $E=N$, then we write this $\tilde{G}$ simply as $\left.G\right|_{D}$. We will also refer to $\left.G\right|_{(D, E)}$ as " $G$ restricted to the pair $(D, E)$," and to $\left.G\right|_{D}$ as " $G$ restricted to $D$." We say that $\left(V_{1}, V_{2}\right)$ forms a partition of the set $V$ if $V_{1} \subset V, V_{2} \subset V, V_{1} \cup V_{2}=V$, and $V_{1} \cap V_{2}=\emptyset$. A metric space $M$ is said to be connected if there exists no partition
$\left(\mathcal{O}_{1}, \mathcal{O}_{2}\right)$ for which both $\mathcal{O}_{1}$ and $\mathcal{O}_{2}$ are nonempty and open. A metric space $M$ is said to be path-connected if for any two points $u_{0}, u_{1} \in M$, there exists a continuous $p:[0,1] \rightarrow M$ such that $p(0)=u_{0}$ and $p(1)=u_{1}$.

The following result and its proof can be found in Monteiro and Pang [17] (see Corollary 1 of this reference).

Proposition 1. Let $M$ and $N$ be two metric spaces and $F: M \rightarrow N$ be a continuous map. Let $M_{0} \subset M$ and $N_{0} \subset N$ be given sets satisfying the following conditions: $\left.F\right|_{M_{0}}$ is a local homeomorphism and $\emptyset \neq F^{-1}\left(N_{0}\right) \subset M_{0}$. Assume that $F$ is proper with respect to some set $E$ such that $N_{0} \subset E \subset N$. Then $F$ restricted to the pair $\left(F^{-1}\left(N_{0}\right), N_{0}\right)$ is a proper local homeomorphism. If, in addition, $N_{0}$ is connected, then $F\left(M_{0}\right) \supseteq N_{0}$ and $F\left(\operatorname{cl} M_{0}\right) \supseteq E \cap \operatorname{cl} N_{0}$.

Using Proposition 1, we now derive two existence results for the $\mathrm{CE}(\Omega, H)$.
THEOREM 1. Assume that conditions (A1)-(A3) hold and that there exists a convex set $E \subset S$ such that $0 \in E, E \cap H\left(\Omega_{\mathcal{I}}\right)$ is nonempty, and $H: \Re^{n} \rightarrow \Re^{n}$ is proper with respect to $E$. Then
(a) $E \subset H(\Omega)$; in particular, $C E(\Omega, H)$ has a solution;
(b) $H$ restricted to the pair $\left(\Omega_{\mathcal{I}} \cap H^{-1}(E), E \cap\right.$ int $\left.S\right)$ is a proper local homeomorphism.
Proof. To apply Proposition 1 , let $M \equiv \Omega, N \equiv \Re^{n}, M_{0} \equiv \Omega_{\mathcal{I}}, N_{0} \equiv E \cap$ int $S$, and $\left.F \equiv H\right|_{\Omega}$. Using (A2) and the assumption that $E \cap H\left(\Omega_{\mathcal{I}}\right) \neq \emptyset$, we easily see that $\emptyset \neq F^{-1}\left(N_{0}\right) \subset M_{0}$. Moreover, by (A3) and the inverse function theorem, it follows that $\left.F\right|_{M_{0}}$ is a local homeomorphism. Since $F$ is proper with respect to $E$ by assumption, it follows from Proposition 1 that

$$
H(\Omega) \supseteq H\left(\operatorname{cl} \Omega_{\mathcal{I}}\right)=F\left(\operatorname{cl} M_{0}\right) \supseteq E \cap \operatorname{cl} N_{0}=E \cap \operatorname{cl}(E \cap \operatorname{int} S)=E,
$$

where the last equality follows from the fact that $\mathrm{cl}(E \cap$ int $S)=(\operatorname{cl} E) \cap \mathrm{cl}($ int $S)=$ $(\operatorname{cl} E) \cap S$, by elementary properties of convex sets (see section 2.1 in Chapter 3 of [5]). Hence, (a) holds. It also follows from Proposition 1 that $F$ restricted to the pair $\left(F^{-1}\left(N_{0}\right), N_{0}\right)$ is a proper local homeomorphism. Since by (A2) and the definition of $F$, we have

$$
F^{-1}\left(N_{0}\right)=\Omega \cap H^{-1}(E \cap \operatorname{int} S)=\Omega_{\mathcal{I}} \cap H^{-1}(E)
$$

we conclude that (b) holds.
Theorem 2. Assume that conditions (A1)-(A3) hold and that $H$ is proper with respect to $S$. Then (i) $S \subset H(\Omega)$ and (ii) $H$ restricted to $\Omega_{\mathcal{I}}$ maps each path-connected component of $\Omega_{\mathcal{I}}$ homeomorphically onto int $S$. In particular, $C E(\Omega, H)$ has a solution.

Proof. Conclusion (i) follows immediately from Theorem 1(a) with $E=S$. Using Theorem 1 (b) with $E=S$, we conclude that $H$ restricted to the pair $\left(\Omega_{\mathcal{I}}\right.$, int $S$ ) is a proper local homeomorphism. If $\mathcal{T} \subset \Omega_{\mathcal{I}}$ is a path-connected component of $\Omega_{\mathcal{I}}$, then $H$ restricted to the pair ( $\mathcal{T}$, int $S$ ) is a proper local homeomorphism since $\mathcal{T}$ is both open and closed with respect to $\Omega_{\mathcal{I}}$. Since every proper local homeomorphism from a path-connected set into a convex set is a homeomorphism (see, for example, Theorem 1 of [17]), (ii) follows.
2.3. The algorithm. The algorithm for solving the $\mathrm{CE}(\Omega, H)$ is a modified, damped Newton method applied to the equation $H(x)=0$. Referring the reader to [28] for the basic family of Newton methods for solving this unconstrained equation, we highlight the modifications to deal with the presence of the constraint set $\Omega$. In
essence, there are two major modifications. One, the Newton equation to compute the search directions is modified using the (central) vector $a$ in assumption (A6). Two, the merit function for the line searches is based on the merit function:

$$
\begin{equation*}
\psi(x) \equiv p(H(x)), \quad x \in \Omega_{\mathcal{I}} \tag{2}
\end{equation*}
$$

This is different from the norm functions of $H$ that are the common merit functions used in a classical damped Newton method. Note that by (A3) and (A5) the function $\psi$ is continuously differentiable on $\Omega_{\mathcal{I}}$.

With the above explanation, we now give the full details of the Newton method for solving the $\mathrm{CE}(\Omega, H)$ under the setting given in the last subsection.

Step 0. (Initialization) Let a vector $x^{0} \in \Omega_{\mathcal{I}}$ and scalars $\rho \in(0,1)$ and $\alpha \in(0,1)$ be given. Let a sequence of scalars $\left\{\sigma_{k}\right\} \subset[0, \bar{\sigma})$ also be given. (The scalar $\bar{\sigma}$ is as given in assumption (A6).) Set the iteration counter $k=0$.

Step 1. (Computing the modified Newton direction) Solve the system of linear equations

$$
\begin{equation*}
H\left(x^{k}\right)+H^{\prime}\left(x^{k} ; d\right)=\sigma_{k} \frac{a^{T} H\left(x^{k}\right)}{\|a\|^{2}} a \tag{3}
\end{equation*}
$$

to obtain the search direction $d^{k}$. (The right-hand side of the above equation is assumed to be zero if $a=0$. This convention will be assumed throughout our presentation.)

Step 2. (Armijo line search) Let $m_{k}$ be the smallest nonnegative integer $m$ such that $x^{k}+\rho^{m} d^{k} \in \Omega_{\mathcal{I}}$ and

$$
\psi\left(x^{k}+\rho^{m} d^{k}\right)-\psi\left(x^{k}\right) \leq \alpha \rho^{m} \nabla \psi\left(x^{k}\right)^{T} d^{k}
$$

Set $x^{k+1} \equiv x^{k}+\rho^{m_{k}} d^{k}$.
Step 3. (Termination test) If

$$
\left\|H\left(x^{k+1}\right)\right\| \leq \text { prescribed tolerance }
$$

stop; accept $x^{k+1}$ as an approximate solution of the $\operatorname{CE}(\Omega, H)$. Otherwise, return to Step 1 with $k$ replaced by $k+1$.

By (A3) and the fact that $x^{k} \in \Omega_{\mathcal{I}}$, the Newton equation (3) has a unique solution which we have denoted by $d^{k}$. The following lemma guarantees that $d^{k}$ is a descent direction for the function $\psi$ at $x^{k}$. This property, along with the openness of $\Omega_{\mathcal{I}}$, ensures that the integer $m_{k}$ can be determined in a finite number of trials (starting with $m_{k}=0$ and increasing it by one at each trial), thus guaranteeing the well-definedness of the next iterate $x^{k+1}$.

Lemma 2. Suppose that conditions (A5) and (A6) hold. Assume also that $x \in \Omega_{\mathcal{I}}$, $d \in \Re^{n}$, and $\sigma \in \Re$ are such that

$$
\begin{align*}
& H(x) \neq 0, \quad 0 \leq \sigma<\bar{\sigma}  \tag{4}\\
& H^{\prime}(x ; d)=-H(x)+\sigma \frac{a^{T} H(x)}{\|a\|^{2}} a \tag{5}
\end{align*}
$$

where $a \in \Re^{n}$ and $\bar{\sigma} \in[0,1]$ are as in condition (A6). Then, $\nabla \psi(x)^{T} d<0$.

Proof. Let $u \equiv H(x)$. Then, $0 \neq u \in \operatorname{int} S$ due to (4) and the assumption that $x \in \Omega_{\mathcal{I}}$. This together with (2), (5), (4), (A5), and (A6) imply

$$
\begin{aligned}
\nabla \psi(x)^{T} d & =\nabla p(H(x))^{T} H^{\prime}(x ; d)=\nabla p(u)^{T}\left(-u+\sigma \frac{a^{T} u}{\|a\|^{2}} a\right) \\
& \leq-\nabla p(u)^{T} u\left(1-\frac{\sigma}{\bar{\sigma}}\right)<0
\end{aligned}
$$

as claimed.
2.4. A convergence result. In what follows, we state and prove a limiting property of an infinite sequence of iterates $\left\{x^{k}\right\}$ generated by the algorithm. Before stating the theorem, we observe that such a sequence necessarily belongs to the set $\Omega_{\mathcal{I}} ;$ thus $\left\{H\left(x^{k}\right)\right\} \subset$ int $S$. Since the sequence $\left\{x^{k}\right\}$ is infinite, we have $H\left(x^{k}\right) \neq 0$ for all $k$. Theorem 3 below contains four conclusions, (a)-(d). The first three of these do not assert the boundedness of the sequence $\left\{x^{k}\right\}$; this boundedness is established under the assumptions of statement (d), which implies the existence of a solution of the $\mathrm{CE}(\Omega, H)$. A consequence of statement (c) in the theorem is

$$
\inf \{\|H(x)\|: x \in \Omega\}=0
$$

consequently, $\mathrm{CE}(\Omega, H)$ has " $\varepsilon$-solutions" for every $\varepsilon>0$ in the sense that for any such $\varepsilon$, there exists a vector $x^{\varepsilon} \in \Omega$ satisfying $\left\|H\left(x^{\varepsilon}\right)\right\| \leq \varepsilon$; moreover $x^{\varepsilon}$ can be computed by the potential reduction Newton method starting at the given vector $x^{0}$.

Theorem 3. Assume conditions (A1)-(A6) hold and that $\lim _{\sup _{k}} \sigma_{k}<\bar{\sigma}$. Let $\left\{x^{k}\right\}$ be any infinite sequence produced by the potential reduction Newton algorithm. Then, the following statements hold:
(a) the sequence $\left\{H\left(x^{k}\right)\right\}$ is bounded;
(b) any accumulation point of $\left\{x^{k}\right\}$, if it exists, solves the $C E(\Omega, H)$; in particular, if $\left\{x^{k}\right\}$ is bounded, then the $C E(\Omega, H)$ has a solution.
Moreover, for any closed subset $E$ of $S$ containing the sequence $\left\{H\left(x^{k}\right)\right\}$,
(c) if $H$ is proper with respect to $E \cap$ int $S$, then $\lim _{k \rightarrow \infty} H\left(x^{k}\right)=0$;
(d) if $H$ is proper with respect to $E$, then $\left\{x^{k}\right\}$ is bounded.

Proof. Let $\gamma \equiv \psi\left(x^{0}\right)$ and $u^{k} \equiv H\left(x^{k}\right) \in \operatorname{int} S$ for all $k$. Clearly, $p\left(u^{k}\right)=\psi\left(x^{k}\right) \leq$ $\psi\left(x^{0}\right)=\gamma$ for all $k$. Hence, for any $\varepsilon>0$ we have $\left\{u^{k}\right\} \subset \Lambda(\varepsilon, \gamma) \cup\left\{u \in \Re^{n}:\|u\| \leq \varepsilon\right\}$. Since by Lemma 1 the set $\Lambda(\varepsilon, \gamma)$ is compact, and hence bounded, we conclude that $\left\{u^{k}\right\}$ is bounded. Hence, (a) follows.

To show (b), let $x^{\infty}$ be an accumulation point of $\left\{x^{k}\right\}$. Clearly $x^{\infty} \in \Omega$ because $\Omega$ is a closed set. Assume for contradiction that $u^{\infty} \equiv H\left(x^{\infty}\right) \neq 0$. Let $\left\{x^{k}: k \in \kappa\right\}$ be a subsequence converging to $x^{\infty}$ and assume without loss of generality that $\left\{\sigma_{k}: k \in \sigma\right\}$ converges to some scalar $\sigma_{\infty}$. Since $\sigma_{k} \geq 0$ for all $k$ and $\limsup _{k} \sigma_{k}<\bar{\sigma}$, we must have $\sigma_{\infty} \in[0, \bar{\sigma})$. Since $p\left(u^{k}\right) \leq p\left(u^{0}\right)=\gamma$ for all $k$ and

$$
\lim _{k(\in \kappa) \rightarrow \infty} u^{k}=u^{\infty} \neq 0
$$

there exists $\varepsilon>0$ such that the subsequence $\left\{u^{k}: k \in \kappa\right\} \subset \Lambda(\varepsilon, \gamma)$. Since by Lemma 1 the set $\Lambda(\varepsilon, \gamma)$ is compact, we conclude that $u^{\infty}=H\left(x^{\infty}\right) \in \Lambda(\varepsilon, \gamma) \subset$ int $S$, and hence that $x^{\infty} \in H^{-1}(\operatorname{int} S)$. By assumption (A2), it follows that $x^{\infty} \in \Omega_{\mathcal{I}}$. Hence, by assumption (A3), $H^{\prime}\left(x^{\infty}\right)^{-1}$ exists. This implies that the sequence $\left\{d^{k}: k \in \kappa\right\}$ converges to a vector $d^{\infty}$ satisfying

$$
H\left(x^{\infty}\right)+H^{\prime}\left(x^{\infty} ; d^{\infty}\right)=\sigma_{\infty} \frac{a^{T} H\left(x^{\infty}\right)}{\|a\|^{2}} a
$$

Hence, it follows from Lemma 2 that $\nabla \psi\left(x^{\infty}\right)^{T} d^{\infty}<0$.
Since $\left\{x^{k}: k \in \kappa\right\}$ converges to $x^{\infty} \in \Omega_{\mathcal{I}}$ where $\psi$ is continuous, it follows that $\left\{\psi\left(x^{k}\right): k \in \kappa\right\}$ converges. This implies that the whole sequence $\left\{\psi\left(x^{k}\right)\right\}$ converges due to the fact that it is monotonically decreasing. Using the relation

$$
\psi\left(x^{k+1}\right)-\psi\left(x^{k}\right)=\psi\left(x^{k}+\rho^{m_{k}} d^{k}\right)-\psi\left(x^{k}\right) \leq \alpha \rho^{m_{k}} \nabla \psi\left(x^{k}\right)^{T} d^{k}<0
$$

for all $k$, we conclude that

$$
\lim _{k \rightarrow \infty} \rho^{m_{k}} \nabla \psi\left(x^{k}\right)^{T} d^{k}=0
$$

and hence that

$$
\lim _{k(\in \kappa) \rightarrow \infty} \rho^{m_{k}}=0
$$

because

$$
\lim _{k(\in \kappa) \rightarrow \infty} \nabla \psi\left(x^{k}\right)^{T} d^{k}=\nabla \psi\left(x^{\infty}\right)^{T} d^{\infty}<0
$$

Thus

$$
\lim _{k(\in \kappa) \rightarrow \infty} m_{k}=\infty
$$

which implies that $m_{k} \geq 2$ for all $k \in \kappa$ sufficiently large. Consequently, by the definition of $m_{k}$, we deduce that

$$
\frac{\psi\left(x^{k}+\rho^{m_{k}-1} d^{k}\right)-\psi\left(x^{k}\right)}{\rho^{m_{k}-1}}>\alpha \nabla \psi\left(x^{k}\right)^{T} d^{k}
$$

for all $k \in \kappa$ sufficiently large. Letting $k \in \kappa$ tend to infinity in the above expression, we obtain

$$
\nabla \psi\left(x^{\infty}\right)^{T} d^{\infty} \geq \alpha \nabla \psi\left(x^{\infty}\right)^{T} d^{\infty}
$$

which contradicts the fact that $\alpha<1$ and $\nabla \psi\left(x^{\infty}\right)^{T} d^{\infty}<0$. Consequently, we must have $H\left(x^{\infty}\right)=0$, and hence (b) follows.

Assume now that $E$ is a closed subset of $S$ containing the sequence $\left\{H\left(x^{k}\right)\right\}$. To prove (c), assume for contradiction that for an infinite subset $\kappa \subset\{0,1,2, \ldots\}$, we have

$$
\liminf _{k(\in \kappa) \rightarrow \infty}\left\|u^{k}\right\|>0
$$

By an argument similar to that employed above, we conclude that for some $\varepsilon>0$ we have $\left\{u^{k}: k \in \kappa\right\} \subset \Lambda(\varepsilon, \gamma) \cap E$. By Lemma 1 and the fact that $E$ is closed, we conclude that $\Lambda(\varepsilon, \gamma) \cap E$ is a compact subset of int $S \cap E$. Since $H$ is proper with respect to int $S \cap E$, the inverse image of $\Lambda(\varepsilon, \gamma) \cap E$ under $H$ is compact, and hence bounded. This implies that $\left\{x^{k}: k \in \kappa\right\}$ is bounded. By (b), every accumulation point of the latter subsequence is a zero of $H$. This contradiction establishes (c).

Finally, using (a) and the fact that $E$ is closed, we conclude that $\left\{u^{k}\right\}$ is contained in a compact subset $E_{1}$ of $E$. Since $H$ is proper with respect to $E$, it follows that the set $H^{-1}\left(E_{1}\right) \supset\left\{x^{k}\right\}$ is bounded. Hence, (d) follows.

The framework of the $\mathrm{CE}(\Omega, H)$ that we have set forth so far is very broad. In addition to not assuming any sign restriction on the components of $H$ (like we did in [36]; see Assumption 1 therein), as we have mentioned before, the freedom in the choice of the set $S$ and the associated potential function $p$ and vector $a$ adds to the versatility of the framework. The results in the next two sections will demonstrate how $S, p$, and $a$ can easily be constructed in important cases under very mild assumptions.
3. Monotone complementarity problems in symmetric matrices. We consider a mixed complementarity problem defined on the cone of symmetric positive semidefinite matrices. The linear version of this problem was introduced by Kojima, Shindoh, and Hara [10] and has received a great deal of research attention recently. In what follows, we consider a nonlinear version of this problem defined in [18]. This reference contains a fairly extensive bibliography on interior point methods for solving optimization and complementarity problems defined on the cone of semidefinite matrices; it will be the source for several results that will be used freely in the subsequent development.
3.1. Implicit mixed complementarity problems. We recall the framework considered in [18]. Let $F: \mathcal{S}_{+}^{n} \times \mathcal{S}_{+}^{n} \times \Re^{m} \rightarrow \mathcal{S}^{n} \times \Re^{m}$ be a given mapping. The mixed complementarity problem in symmetric matrices is to find a triple $(X, Y, z) \in$ $\mathcal{S}^{n} \times \mathcal{S}^{n} \times \Re^{m}$ satisfying

$$
\begin{equation*}
F(X, Y, z)=0, \quad X \bullet Y=0, \quad(X, Y) \in \mathcal{S}_{+}^{n} \times \mathcal{S}_{+}^{n} \tag{6}
\end{equation*}
$$

As explained in [18] and the references therein, there are several equivalent ways of stating the complementarity condition $X \bullet Y=0$, each leading to a different interior point method for solving the above problem. In what follows, we consider the equivalent formulation of this problem as the CE defined by the pair $(\Omega, H)$, where the set $\Omega$ and the map $H: \mathcal{S}_{+}^{n} \times \mathcal{S}_{+}^{n} \times \Re^{m} \rightarrow \mathcal{S}^{n} \times \mathcal{S}^{n} \times \Re^{m}$ are defined by

$$
\begin{align*}
\Omega & \equiv \mathcal{S}_{+}^{n} \times \mathcal{S}_{+}^{n} \times \Re^{m}  \tag{7}\\
H(X, Y, z) & \equiv\binom{(X Y+Y X) / 2}{F(X, Y, z)}, \quad(X, Y, z) \in \mathcal{S}_{+}^{n} \times \mathcal{S}_{+}^{n} \times \Re^{m} . \tag{8}
\end{align*}
$$

Similar treatment can be applied to other equivalent formulations and to generalizations of the basic problem (6). Throughout the following discussion, $F$ is assumed to be continuous on its domain and continuously differentiable on $\mathcal{S}_{++}^{n} \times \mathcal{S}_{++}^{n} \times \Re^{m}$.

Associated with the above mapping $H$, define the set

$$
\begin{equation*}
\mathcal{U} \equiv\left\{(X, Y) \in \mathcal{S}_{++}^{n} \times \mathcal{S}_{++}^{n}: X Y+Y X \in \mathcal{S}_{++}^{n}\right\} \tag{9}
\end{equation*}
$$

The set $\mathcal{U}$ was introduced in [31] and subsequently used in the papers $[8,33]$ for the analysis of primal-dual semidefinite programming algorithms based on the Alizadeh-Haeberly-Overton (AHO) direction [2]. It has also been used in [18] for the study of the fundamental properties of the interior point map (8). The fundamental role of the set $\mathcal{U}$ in the study of the problem (6) is well explained in the above-cited references. It has been shown in Lemma 1 of [18] that

$$
\begin{equation*}
\mathcal{U}=\left\{(X, Y) \in \mathcal{S}_{+}^{n} \times \mathcal{S}_{+}^{n}: X Y+Y X \in \mathcal{S}_{++}^{n}\right\} \tag{10}
\end{equation*}
$$

We introduce an important assumption on the mapping $F$ that will be used to verify the nonsingularity of the Jacobian matrix $H^{\prime}(X, Y, z)$.
(B1) The mapping $F$ is $(X, Y)$-differentiably-monotone at every triple $(X, Y, z) \in$ $\mathcal{U} \times \Re^{m}$; i.e., for any such triple,

$$
\left.\begin{array}{l}
F^{\prime}((X, Y, z) ;(d X, d Y, d z))=0  \tag{11}\\
\quad(d X, d Y, d z) \in \mathcal{S}^{n} \times \mathcal{S}^{n} \times \Re^{m}
\end{array}\right\} \Longrightarrow d X \bullet d Y \geq 0
$$

(B2) The mapping $F$ is $z$-differentiably-injective at every triple $(X, Y, z) \in \mathcal{U} \times \Re^{m}$; i.e., for any such triple,

$$
\begin{equation*}
F^{\prime}((X, Y, z) ;(0,0, d z))=0 \Longrightarrow d z=0 \tag{12}
\end{equation*}
$$

The following lemma asserts that the basic assumptions (A1)-(A3) in section 2.1 are valid under the above hypotheses.

Lemma 3. Consider the $C E(\Omega, H)$ with $\Omega$ and $H$ defined by (7) and (8), and let $S \equiv \mathcal{S}_{+}^{n} \times \mathcal{S}^{n} \times \Re^{m}$. If conditions (B1) and (B2) hold, then

$$
\Omega_{\mathcal{I}} \equiv H^{-1}(\operatorname{int} S) \cap \operatorname{int} \Omega=\mathcal{U} \times \Re^{m}
$$

moreover, the pair $(\Omega, H)$ and the set $S$ satisfy conditions (A1), (A2), and (A3).
Proof. Only the second assertion requires a proof. Conditions (A1) and (A2)(a) obviously hold. Clearly $\mathcal{U}$ is an open set; since $(I, I) \in \mathcal{U},(\mathrm{A} 2)(\mathrm{b})$ holds. Moreover, it is easy to see that the alternative representation (10) implies (A2)(c). Next we establish that (A3) holds under (B1) and (B2). This amounts to showing that for every $(X, Y, z) \in \Omega_{\mathcal{I}}=\mathcal{U} \times \Re^{m}$, the following implication holds:

$$
\left.\begin{array}{l}
H^{\prime}((X, Y, z) ;(d X, d Y, d z))=0 \\
\quad(d X, d Y, d z) \in \mathcal{S}^{n} \times \mathcal{S}^{n} \times \Re^{m}
\end{array}\right\} \Longrightarrow(d X, d Y, d z)=0
$$

Assume the left-hand condition holds. Then,

$$
\begin{align*}
& X(d Y)+(d Y) X+Y(d X)+(d X) Y=0  \tag{13}\\
& F^{\prime}((X, Y, z) ;(d x, d y, d z))=0 \tag{14}
\end{align*}
$$

Condition (B1) and (14) imply that $d X \bullet d Y \geq 0$. This together with (13) and the fact that $(X, Y) \in \mathcal{U}$ yield $d X=d Y=0$ (see the proof of Theorem 3.1(iii) of [31]). In turn, this together with (14) imply

$$
F^{\prime}((X, Y, z) ;(0,0, d z))=0
$$

which yields $d z=0$ due to (B2).
From the above result, we see that the set $\mathcal{U}$ is naturally associated with the map $H$ given by (8). We observe that, based on the analysis of Monteiro and Zanjácomo [21], it can be shown that $H^{\prime}(X, Y, z)$ is invertible over the set $\mathcal{U}^{\prime} \times \Re^{m}$ with $\mathcal{U}^{\prime}$ given by

$$
\mathcal{U}^{\prime} \equiv\left\{(X, Y) \in \mathcal{S}_{++}^{n} \times \mathcal{S}_{++}^{n}:\left\|X^{1 / 2} Y X^{1 / 2}-\mu I\right\| \leq \frac{1}{2} \mu\right\}
$$

where $\mu \equiv(X \bullet Y) / n$. However, the set $\mathcal{U}^{\prime}$ does not fit well with the map $H$ in the sense of Lemma 3 even for different choices of the set $S$. Instead, $\mathcal{U}^{\prime}$ naturally arises in connection with the interior point map $\tilde{H}(X, Y, z) \equiv\left(X^{1 / 2} Y X^{1 / 2}, F(X, Y, z)\right)$ by choosing the set $S$ as

$$
S \equiv\left\{U \in \mathcal{S}_{++}^{n}:\left\|U-\left(\frac{\operatorname{tr} U}{n}\right) I\right\|_{F} \leq \frac{1}{2} \frac{\operatorname{tr} U}{n}\right\}
$$

Even though this provides a viable alternative approach, we will not pursue it any further.

Next we deal with conditions (A4)-(A6). For this purpose, consider the potential function $p: \mathcal{S}_{++}^{n} \times \mathcal{S}^{n} \times \Re^{m} \rightarrow \Re$ defined by

$$
\begin{equation*}
p(M, N, v) \equiv \zeta \log \left(\|M\|_{F}^{2}+\|N\|_{F}^{2}+\|v\|^{2}\right)-\log (\operatorname{det} M) \tag{15}
\end{equation*}
$$

for every $(M, N, z) \in \mathcal{S}_{++}^{n} \times \mathcal{S}^{n} \times \Re^{m}$, where $\zeta>n / 2$ is an arbitrary constant.
Lemma 4. The potential function (15), the vector $a \equiv(I, 0,0) \in \mathcal{S}^{n} \times \mathcal{S}^{n} \times \Re^{m}$, and the scalar $\bar{\sigma} \equiv 1$ satisfy conditions (A4), (A5), and (A6).

Proof. Since, for a matrix $Z \in \mathcal{S}^{n},\|Z\|_{F}^{2}$ is equal to the sum of the squares of the $n$ eigenvalues of $Z$, and $\operatorname{det} Z$ is equal to the product of these eigenvalues, the verification of (A4) for the function $p(M, N, v)$ is the same as in the previous case of a nonnegatively constrained equation (discussed at the end of section 2.1). Noting that

$$
\nabla p(M, N, v)=\left(\begin{array}{l}
\frac{2 \zeta}{\|M\|_{F}^{2}+\|N\|_{F}^{2}+\|v\|^{2}} M-M^{-1} \\
\frac{2 \zeta}{\|M\|_{F}^{2}+\|N\|_{F}^{2}+\|v\|^{2}} N \\
\frac{2 \zeta}{\|M\|_{F}^{2}+\|N\|_{F}^{2}+\|v\|^{2}} v
\end{array}\right)
$$

we have

$$
(M, N, v) \bullet \nabla p(M, N, v)=2 \zeta-n>0,
$$

and thus (A5) holds. We now show that (A6) is satisfied with the given $a$ and $\bar{\sigma}$. Indeed we have

$$
(I, 0,0) \bullet \nabla p(M, N, v)=\frac{2 \zeta}{\|M\|_{F}^{2}+\|N\|_{F}^{2}+\|v\|^{2}} \operatorname{tr}(M)-\operatorname{tr}\left(M^{-1}\right)
$$

which implies

$$
\begin{aligned}
& {[(I, 0,0) \bullet \nabla p(M, N, v)][(I, 0,0) \bullet(M, N, v)]} \\
& =\frac{2 \zeta}{\|M\|_{F}^{2}+\|N\|_{F}^{2}+\|v\|^{2}}(\operatorname{tr}(M))^{2}-\operatorname{tr}\left(M^{-1}\right) \operatorname{tr}(M)
\end{aligned}
$$

Noting that (i) $\operatorname{tr}(M)$ equals the sum of the eigenvalues of $M$, (ii) $\operatorname{tr}\left(M^{-1}\right)$ equals the sum of the inverses of the same eigenvalues, and (iii) $\|M\|_{F}^{2}=\operatorname{tr}\left(M^{2}\right)$ equals the sum of these eigenvalues squared, it follows from the same derivation as at the end of section 2.1 that condition (A6) holds.

According to (2), the potential function (15) induces the following merit function on the set $\Omega_{\mathcal{I}}=\mathcal{U} \times \Re^{m}$ :

$$
\begin{aligned}
& \psi(X, Y, z) \equiv p(H(X, Y, z)) \\
& \quad=\zeta \log \left(\frac{\|X Y+Y X\|_{F}^{2}}{4}+\|F(X, Y, z)\|_{F, 2}^{2}\right)-\log \left(\operatorname{det}\left(\frac{X Y+Y X}{2}\right)\right),
\end{aligned}
$$

for any triple $(X, Y, z) \in \mathcal{U} \times \Re^{m}$. Here, $\|\cdot\|_{F, 2}$ denotes the norm on $\mathcal{S}^{n} \times \Re^{m}$ defined by $\|(N, v)\|_{F, 2}^{2} \equiv\|N\|_{F}^{2}+\|v\|^{2}$ for every $(N, v) \in \mathcal{S}^{n} \times \Re^{m}$.

We now give a detailed description of a specialized algorithm for solving the mixed complementarity problem in symmetric matrices (6), based on the potential reduction Newton method for solving the $\operatorname{CE}(\Omega, H)$ with $\Omega, H, S, p:$ int $S \rightarrow \Re, a$ and $\bar{\sigma}$ defined as in (7), (8), Lemma 3, (15), and Lemma 4, respectively.

Step 0. (Initialization) Let a pair of matrices $\left(X^{0}, Y^{0}\right) \in \mathcal{U}$, a vector $z^{0} \in \Re^{m}$, and scalars $\rho \in(0,1)$ and $\alpha \in(0,1)$ be given. Let a sequence of scalars $\left\{\sigma_{k}\right\}$ also be given, where $\sigma_{k} \in[0,1)$ for all $k$. Set the iteration counter $k=0$.

Step 1. (Computing the modified Newton direction) Solve the system of linear equations:

$$
\begin{gathered}
\binom{\left[X^{k} Y^{k}+Y^{k} X^{k}+X^{k}(d Y)+(d Y) X^{k}+Y^{k}(d X)+(d X) Y^{k}\right] / 2}{F\left(X^{k}, Y^{k}, z^{k}\right)+F^{\prime}\left(\left(X^{k}, Y^{k}, z^{k}\right) ;(d X, d Y, d z)\right)}=\binom{\sigma_{k} \mu_{k} I}{0} \\
(d X, d Y, d z) \in \mathcal{S}^{n} \times \mathcal{S}^{n} \times \Re^{m}
\end{gathered}
$$

where $\mu_{k} \equiv \operatorname{tr}\left(X^{k} Y^{k}\right) / n$, to obtain the search triple $\left(d X^{k}, d Y^{k}, d z^{k}\right)$.
Step 2. (Armijo line search) Let $m_{k}$ be the smallest nonnegative integer $m$ such that

$$
\binom{X^{k}+\rho^{m} d X^{k}}{Y^{k}+\rho^{m} d Y^{k}} \in \Omega_{\mathcal{I}}
$$

and

$$
\begin{aligned}
\psi\left(X^{k}\right. & \left.+\rho^{m} d X^{k}, Y^{k}+\rho^{m} d Y^{k}, z^{k}+\rho^{m} d z^{k}\right)-\psi\left(X^{k}, Y^{k}, z^{k}\right) \\
& \leq \alpha \rho^{m} \psi^{\prime}\left(\left(X^{k}, Y^{k}, d z^{k}\right) ;\left(d X^{k}, d Y^{k}, d z^{k}\right)\right)
\end{aligned}
$$

Set

$$
\left(\begin{array}{c}
X^{k+1} \\
Y^{k+1} \\
d z^{k+1}
\end{array}\right) \equiv\left(\begin{array}{c}
X^{k}+\rho^{m_{k}} d X^{k} \\
Y^{k}+\rho^{m_{k}} d Y^{k} \\
z^{k}+\rho^{m_{k}} d z^{k}
\end{array}\right)
$$

Step 3. (Termination test) If

$$
\left\|H\left(X^{k+1}, Y^{k+1}, z^{k+1}\right)\right\| \leq \text { prescribed tolerance, }
$$

stop; accept the triple $\left(X^{k+1}, Y^{k+1}, z^{k+1}\right)$ as an approximate solution of the problem (6). Otherwise, return to Step 1 with $k$ replaced by $k+1$.

We observe that the direction obtained in Step 1 of the above algorithm is an extension of the AHO direction introduced in [2] in the context of semidefinite programming.

As an immediate consequence of Lemma 3, Lemma 4, and Theorem 3, we have the following convergence result for the above algorithm.

Theorem 4. Assume that conditions (B1) and (B2) hold and $\lim \sup _{k} \sigma_{k}<1$. Let $\left\{\left(X^{k}, Y^{k}, z^{k}\right)\right\}$ be any infinite sequence produced by the above algorithm for solving problem (6). Then, the following statements hold:
(a) the sequence $\left\{H\left(X^{k}, Y^{k}, z^{k}\right)\right\}$ is bounded;
(b) any accumulation point of $\left\{\left(X^{k}, Y^{k}, z^{k}\right)\right\}$, if it exists, solves the problem (6); in particular, if $\left\{\left(X^{k}, Y^{k}, z^{k}\right)\right\}$ is bounded, then problem (6) has a solution.
We now make a few remarks. The above theorem guarantees neither that $\left\{\left(X^{k}\right.\right.$, $\left.\left.Y^{k}, z^{k}\right)\right\}$ is bounded nor that it has an accumulation point. The conclusion that $\left\{\left(X^{k}, Y^{k}, z^{k}\right)\right\}$ is bounded would follow from Theorem $3(\mathrm{~d})$ with $E=S$ if we could prove that the map $H$ is proper with respect to the set $S \equiv \mathcal{S}_{+}^{n} \times \mathcal{S}^{n} \times \Re^{m}$. Unfortunately, this requirement is rather strong. For monotone mixed complementarity problems, we state in Proposition 2 below a result (from Monteiro and Pang [18, Lemma 2]) asserting that the map $H$ is proper with respect to $\mathcal{S}^{n} \times F\left(\mathcal{U} \times \Re^{m}\right)$. Hence, if the latter set contains the set $S=\mathcal{S}_{+}^{n} \times \mathcal{S}^{n} \times \Re^{m}$, or equivalently if the equality $F\left(\mathcal{U} \times \Re^{m}\right)=\mathcal{S}^{n} \times \Re^{m}$ holds, then the sequence generated by the above algorithm $\left\{\left(X^{k}, Y^{k}, z^{k}\right)\right\}$ is bounded. Intuitively, the equality $F\left(\mathcal{U} \times \Re^{m}\right)=\mathcal{S}^{n} \times \Re^{m}$ might hold for maps $F$ satisfying some kind of strong monotonicity condition. But since this type of condition is fairly restrictive, we do not pursue this issue any further.

Another possible approach which would guarantee the boundedness of $\left\{\left(X^{k}, Y^{k}\right.\right.$, $\left.\left.z^{k}\right)\right\}$ is to reduce the set $S$ so as to have $S \subset \mathcal{S}^{n} \times F\left(\mathcal{U} \times \Re^{m}\right)$. This approach requires some knowledge of the set $F\left(\mathcal{U} \times \Re^{m}\right)$. We will see that for the complementarity problems studied in sections 3.2 and 4 , enough information about the set $F\left(\mathcal{U} \times \Re^{m}\right)$ is available to allow us to choose a set $S$ together with a potential function $p:$ int $S \rightarrow \Re$ satisfying the inclusion $S \subset \mathcal{S}^{n} \times F\left(\mathcal{U} \times \Re^{m}\right)$ and the conditions (A1)-(A6) of section 2.1.

Before stating the properness result mentioned above, we give a few basic definitions.

Definition 1. A mapping $J(X, Y, z)$ defined on a subset $\operatorname{dom}(J)$ of $\mathcal{M}^{n} \times$ $\mathcal{M}^{n} \times \Re^{m}$ is said to be $(X, Y)$-equilevel-monotone on a subset $\mathcal{V} \subset \operatorname{dom}(J)$ if for any $(X, Y, z) \in \mathcal{V}$ and $\left(X^{\prime}, Y^{\prime}, z^{\prime}\right) \in \mathcal{V}$ such that $J(X, Y, z)=J\left(X^{\prime}, Y^{\prime}, z^{\prime}\right)$, there holds $\left(X^{\prime}-X\right) \bullet\left(Y^{\prime}-Y\right) \geq 0$. When $\mathcal{V}=\operatorname{dom}(J)$, we will simply say that $J$ is ( $X, Y$ )-equilevel-monotone.

In the following two definitions, we assume that $W, Z$, and $N$ are three normed spaces and that $\phi(w, z)$ is a function defined on a subset of $W \times Z$ with values in $N$.

Definition 2. The function $\phi(w, z)$ is said to be $z$-bounded on a subset $\mathcal{V} \subset$ $\operatorname{dom}(\phi)$ if for every sequence $\left\{\left(w^{k}, z^{k}\right)\right\} \subset \mathcal{V}$ such that $\left\{w^{k}\right\}$ and $\left\{\phi\left(w^{k}, z^{k}\right)\right\}$ are bounded, the sequence $\left\{z^{k}\right\}$ is also bounded. When $\mathcal{V}=\operatorname{dom}(\phi)$, we will simply say that $\phi$ is z-bounded.

Definition 3. The function $\phi(w, z)$ is said to be $z$-injective on a subset $\mathcal{V} \subset$ $\operatorname{dom}(\phi)$ if the following implication holds: $(w, z) \in \mathcal{V},\left(w, z^{\prime}\right) \in \mathcal{V}$, and $\phi(w, z)=$ $\phi\left(w, z^{\prime}\right)$ implies $z=z^{\prime}$. When $\mathcal{V}=\operatorname{dom}(\phi)$, we will simply say that $\phi$ is $z$-injective.

The following is the promised result from Lemma 2 of Monteiro and Pang [18].
PROPOSITION 2. Let $F: \mathcal{S}_{+}^{n} \times \mathcal{S}_{+}^{n} \times \Re^{m} \rightarrow \mathcal{S}^{n} \times \Re^{m}$ be a continuous map and let $H: \mathcal{S}_{+}^{n} \times \mathcal{S}_{+}^{n} \times \Re^{m} \rightarrow \mathcal{S}^{n} \times \mathcal{S}^{n} \times \Re^{m}$ be the map defined by (8). Assume that the map $F$ is $(X, Y)$-equilevel-monotone and $z$-bounded on its domain. If the map $H$ restricted to $\mathcal{U} \times \Re^{m}$ is a local homeomorphism, then $H$ is proper with respect to $\mathcal{S}^{n} \times F\left(\mathcal{U} \times \Re^{m}\right)$.
3.2. Standard complementarity problem. In this section, we consider the standard nonlinear complementarity problem (NCP) in symmetric matrices:

$$
\begin{equation*}
X \bullet f(X)=0, \quad X \succeq 0, \quad f(X) \succeq 0 \tag{16}
\end{equation*}
$$

where $f: \mathcal{S}_{+}^{n} \rightarrow \mathcal{S}^{n}$ is a given continuous mapping that is continuously differentiable on $\mathcal{S}_{++}^{n}$. This problem is a special case of the implicit mixed complementarity problem
of section 3.1 , where $m=0$ (i.e., the free variable $z$ is not present) and $F: \mathcal{S}_{+}^{n} \times \mathcal{S}_{+}^{n} \rightarrow$ $\mathcal{S}^{n}$ is given by

$$
\begin{equation*}
F(X, Y) \equiv Y-f(X) \quad \forall(X, Y) \in \mathcal{S}_{+}^{n} \times \mathcal{S}_{+}^{n} \tag{17}
\end{equation*}
$$

We make the following assumption on the mapping $f$.
(C1) $f: \mathcal{S}_{+}^{n} \rightarrow \mathcal{S}^{n}$ is monotone on $\mathcal{S}_{+}^{n}$; i.e., for all $X$ and $X^{\prime}$ in $\mathcal{S}_{+}^{n}$,

$$
\left(X-X^{\prime}\right) \bullet\left(f(X)-f\left(X^{\prime}\right)\right) \geq 0
$$

Lemma 5. If condition ( C 1 ) holds, then the map $F: \mathcal{S}_{+}^{n} \times \mathcal{S}_{+}^{n} \rightarrow \mathcal{S}^{n}$ defined by (17) satisfies condition (B1) of section 3.1.

Proof. By (C1), it follows that for every $X \in \mathcal{S}_{+}^{n}$, the linear map $f^{\prime}(X)$ is monotone in the sense that

$$
\begin{equation*}
U \bullet f^{\prime}(X ; U) \geq 0 \quad \forall U \in \mathcal{S}^{n} \tag{18}
\end{equation*}
$$

To verify (B1), assume that $(d X, d Y) \in \mathcal{S}^{n} \times \mathcal{S}^{n}$ satisfies $F^{\prime}(X, Y)(d X, d Y)=0$, or equivalently that $d Y-f^{\prime}(X ; d X)=0$. Then, by (18), we have

$$
d X \bullet d Y=d X \bullet f^{\prime}(X ; d X) \geq 0
$$

This shows that implication (11) holds for $m=0$, and since implication (12) holds vacuously for $m=0,(\mathrm{C} 1)$ follows.

It is possible to solve the NCP (16) with the use of the potential reduction algorithm described in section 3.1. However, the sequence of iterates $\left\{\left(X^{k}, Y^{k}\right)\right\}$ generated by this algorithm might not be bounded. We now develop a different potential reduction algorithm in which the set $S$ is reduced so as to satisfy $S \subset \mathcal{S}_{+}^{n} \times F(\mathcal{U})$, thus ensuring the boundedness of the sequence $\left\{\left(X^{k}, Y^{k}\right)\right\}$ (see the discussion at the end of the previous subsection).

To describe the alternative algorithm, it is sufficient to identify the pair $(\Omega, H)$, the set $S$, the potential function $p: \operatorname{int} S \rightarrow \Re$, and the vector $a$ and scalar $\bar{\sigma}$ in condition (A6). We let $\Omega \equiv \mathcal{S}_{+}^{n} \times \mathcal{S}_{+}^{n}$ and define $H: \mathcal{S}_{+}^{n} \times \mathcal{S}_{+}^{n} \rightarrow \mathcal{S}^{n} \times \mathcal{S}^{n}$ by

$$
\begin{equation*}
H(X, Y) \equiv\binom{(X Y+Y X) / 2}{F(X, Y)}, \quad(X, Y) \in \mathcal{S}_{+}^{n} \times \mathcal{S}_{+}^{n} \tag{19}
\end{equation*}
$$

where $F$ is given by (17). Moreover, we let $S \equiv \mathcal{S}_{+}^{n} \times \mathcal{S}_{+}^{n}$ and $p$ : int $S \rightarrow \Re$ be defined by

$$
p(M, N) \equiv \zeta \log \left(\|M\|_{F}^{2}+\|N\|_{F}^{2}\right)-\log (\operatorname{det} M)-\log (\operatorname{det} N)
$$

for every $(M, N) \in \mathcal{S}_{++}^{n} \times \mathcal{S}_{++}^{n}$, where $\zeta>n$ is an arbitrary constant. Finally, we let $a \equiv(I, I)$ and $\bar{\sigma} \equiv 1$. Clearly, the set $\Omega_{\mathcal{I}}$ and the merit function $\psi: \Omega_{\mathcal{I}} \rightarrow \Re$ become

$$
\Omega_{\mathcal{I}}=\{(X, Y) \in \mathcal{U}: Y \succ f(X)\}
$$

and

$$
\begin{aligned}
\psi(X, Y) \equiv & \zeta \log \left(\frac{\|X Y+Y X\|_{F}^{2}}{4}+\|Y-f(X)\|^{2}\right) \\
& -\log \left(\operatorname{det}\left(\frac{X Y+Y X}{2}\right)\right)-\log (\operatorname{det}(Y-f(X))) \text { for }(X, Y) \in \Omega_{\mathcal{I}}
\end{aligned}
$$

Lemma 6. The pair $(\Omega, H)$, the set $S$, the potential function $p$ : int $S \rightarrow \Re$, the vector $a$, and the scalar $\bar{\sigma}$ defined above satisfy conditions (A1)-(A6) of section 2.1.

Proof. Condition (A2)(b) follows from the fact that $(I, \delta I) \in \Omega_{\mathcal{I}}$ for all $\delta>0$ sufficiently large. The other conditions are either straightforward or are shown using Lemma 5 and the same arguments used in the proofs of Lemmas 3 and 4.

Before giving the convergence result for the potential reduction Newton method in the above framework, we state the following result, which will be used to establish boundedness of the iterates generated by this method.

Lemma 7. Suppose that $f: \mathcal{S}_{+}^{n} \rightarrow \mathcal{S}^{n}$ is a continuous map that is continuously differentiable on $\mathcal{S}_{++}^{n}$ and satisfies condition (C1). Then, for the maps $F$ and $H$ defined by (17) and (19), respectively, we have
(a) $F(\mathcal{U})=F\left(\mathcal{S}_{++}^{n} \times \mathcal{S}_{++}^{n}\right)$;
(b) if $0 \in F\left(\mathcal{S}_{+}^{n} \times \mathcal{S}_{+}^{n}\right)$, then $H$ is proper with respect to $\mathcal{S}^{n} \times \mathcal{S}_{++}^{n}$;
(c) if $0 \in F\left(\mathcal{S}_{++}^{n} \times \mathcal{S}_{++}^{n}\right)$, then $H$ is proper with respect to $\mathcal{S}^{n} \times \mathcal{S}_{+}^{n}$.

Proof. By Proposition 4(a) and Corollary 3 of [18] with $m=0$, it follows that $\{I\} \times F\left(\mathcal{S}_{++}^{n} \times \mathcal{S}_{++}^{n}\right) \subset H\left(\mathcal{S}_{+}^{n} \times \mathcal{S}_{+}^{n}\right)$. Using this inclusion, we easily see that statement (a) holds.

We next show (b). By Lemma $6, H^{\prime}(X, Y)$ is invertible for all $(X, Y) \in \mathcal{U}$. Thus $H$ restricted to $\mathcal{U}$ is a local homeomorphism. Thus it follows from Lemma 2 that $H$ is proper with respect to $\mathcal{S}^{n} \times F(\mathcal{U})$. Hence, (b) follows once we prove that $\mathcal{S}_{++}^{n} \subset F(\mathcal{U})=F\left(\mathcal{S}_{++}^{n} \times \mathcal{S}_{++}^{n}\right)$. Let $U \in \mathcal{S}_{++}^{n}$ be arbitrary. Since $0 \in F\left(\mathcal{S}_{+}^{n} \times \mathcal{S}_{+}^{n}\right)$, there exists $(\tilde{X}, \tilde{Y}) \in \mathcal{S}_{+}^{n} \times \mathcal{S}_{+}^{n}$ such that $\tilde{Y}=f(\tilde{X})$. For $\epsilon>0$, let $X_{\epsilon} \equiv \tilde{X}+\epsilon I$ and $Y_{\epsilon} \equiv U+f\left(X_{\epsilon}\right)=U+\tilde{Y}+f\left(X_{\epsilon}\right)-f(\tilde{X})$. Clearly, $X_{\epsilon} \succ 0$ for every $\epsilon>0$. By the continuity of $f$ and the fact that $U+\tilde{Y} \succ 0$, we have $Y_{\epsilon} \succ 0$ for $\epsilon>0$ sufficiently small. Since $U=Y_{\epsilon}-f\left(X_{\epsilon}\right)$, it follows that $U$ belongs to $F\left(\mathcal{S}_{++}^{n} \times \mathcal{S}_{++}^{n}\right)$.

We omit the proof of (c), which is similar to that of (b).
We will skip the straightforward formulation of the potential reduction Newton method specialized to the above choices of the pair $(\Omega, H)$, set $S$, potential function $p:$ int $S \rightarrow \Re$, vector $a$, and scalar $\bar{\sigma}$; instead, we directly give the convergence properties of the method. Among the three conclusions (a), (b), and (c) of Theorem $5,(\mathrm{~b})$ provides a constructive proof that a feasible monotone complementarity problem in symmetric matrices on the positive semidefinite cone always has " $\varepsilon$-solutions"; (c) implies the well-known fact that for such a problem, strict feasibility yields solvability.

THEOREM 5. Let $f: \mathcal{S}_{+}^{n} \rightarrow \mathcal{S}^{n}$ be a continuous function which is continuously differentiable on $\mathcal{S}_{++}^{n}$ and satisfies condition (C1). Suppose that $\left\{\left(X^{k}, Y^{k}\right)\right\}$ is a sequence generated by the potential reduction Newton method with the pair $(\Omega, H)$, set $S$, potential function $p: \operatorname{int} S \rightarrow \Re$, vector $a$, and scalar $\bar{\sigma}$ as specified above. Then, the following statements hold:
(a) every accumulation point of $\left\{\left(X^{k}, Y_{\tilde{X}}^{k}\right)\right\}$ is a solution of the NCP (16);
(b) if there exists $\tilde{X} \in \mathcal{S}_{+}^{n}$ such that $f(\tilde{X}) \in \mathcal{S}_{+}^{n}$, then $\lim _{k \rightarrow \infty} H\left(X^{k}, Y^{k}\right)=0$;
(c) if there exists $\hat{X} \in \mathcal{S}_{++}^{n}$ such that $f(\hat{X}) \in \mathcal{S}_{++}^{n}$, then the sequence $\left\{\left(X^{k}, Y^{k}\right)\right\}$ is bounded.
Proof. Statement (a) follows from Theorem 3(b). To prove statement (b), note first that the assumption implies that $0 \in F\left(\mathcal{S}_{+}^{n} \times \mathcal{S}_{+}^{n}\right)$. Hence, by Lemma 7(b), we conclude that $H$ is proper with respect to $\mathcal{S}^{n} \times \mathcal{S}_{++}^{n}$. It follows from Theorem 3(c) with $E=S$ that $\left\{H\left(X^{k}, Y^{k}\right)\right\}$ converges to zero. The proof of (c) follows similarly from Lemma 7(c) and Theorem 3(d) with $E=S$.

Statement (a) is within expectation; statement (b) is interesting because its assumption is the feasibility of the NCP in symmetric matrices (16). A consequence of
statement (b) is that feasibility of this problem (which is also monotone by assumption (C1)) is sufficient for the sequence $\left\{H\left(X^{k}, Y^{k}\right)\right\}$ to converge to zero, although no boundedness of the sequence $\left\{\left(X^{k}, Y^{k}\right)\right\}$ is asserted. The latter assertion is established under the strict feasibility of the problem (16); this is statement (c).
4. Convex semidefinite programs. In this section we consider the convex semidefinite program studied in [18, 30], namely,

$$
\begin{array}{ll}
\operatorname{minimize} & \theta(x) \\
\text { subject to } & G(x) \preceq 0  \tag{20}\\
& h(x)=0
\end{array}
$$

where $\theta: \Re^{m} \rightarrow \Re, G: \Re^{m} \rightarrow \mathcal{S}^{n}$, and $h: \Re^{m} \rightarrow \Re^{p}$ are given smooth mappings. Under a suitable constraint qualification, if $x^{*}$ is a locally optimal solution of the semidefinite program, then there must exist $\left(\eta^{*}, U^{*}\right) \in \Re^{p} \times \mathcal{S}_{+}^{n}$ such that

$$
\begin{equation*}
\nabla_{x} L\left(x^{*}, U^{*}, \eta^{*}\right)=0, \quad U^{*} G\left(x^{*}\right)=0, \quad U^{*} \succeq 0 \tag{21}
\end{equation*}
$$

where $L: \Re^{m} \times \mathcal{S}^{n} \times \Re^{p} \rightarrow \Re$ is the Lagrangian function defined by

$$
\begin{equation*}
L(x, U, \eta) \equiv \theta(x)+U \bullet G(x)-\eta^{T} h(x) \quad \text { for }(x, U, \eta) \in \Re^{m} \times \mathcal{S}^{n} \times \Re^{p} \tag{22}
\end{equation*}
$$

Clearly, the first-order optimality condition (21) and the feasibility of $x^{*}$ is equivalent to the implicitly mixed complementarity problem (6) in which the map $F: \mathcal{S}_{+}^{n} \times \mathcal{S}_{+}^{n} \times$ $\Re^{p+m} \rightarrow \mathcal{S}^{n} \times \Re^{p+m}$ is defined by

$$
F(U, V, \eta, x) \equiv\left(\begin{array}{c}
V+G(x)  \tag{23}\\
h(x) \\
\nabla_{x} L(x, U, \eta)
\end{array}\right) \quad \forall(U, V, \eta, x) \in \mathcal{S}_{+}^{n} \times \mathcal{S}_{+}^{n} \times \Re^{p+m}
$$

and the following correspondence of variables are made: $(U, V) \leftrightarrow(X, Y)$ and $(\eta, x) \leftrightarrow$ $z$. Hence, as in section 3.1, the feasibility of $x^{*}$ and the first-order optimality condition (21) can be formulated as the $\mathrm{CE}(\Omega, H)$, where the set $\Omega$ and the map $H: \mathcal{S}_{+}^{n} \times$ $\mathcal{S}_{+}^{n} \times \Re^{p+m} \rightarrow \mathcal{S}^{n} \times \Re^{p+m}$ are defined by

$$
\begin{align*}
\Omega & \equiv \mathcal{S}_{+}^{n} \times \mathcal{S}_{+}^{n} \times \Re^{p+m}  \tag{24}\\
H(U, V, \eta, x) & \equiv\binom{(U V+V U) / 2}{F(U, V, \eta, x)} \quad \text { for }(U, V, \eta, x) \in \mathcal{S}_{+}^{n} \times \mathcal{S}_{+}^{n} \times \Re^{p+m} \tag{25}
\end{align*}
$$

Our goal is to solve the $\mathrm{CE}(\Omega, H)$ by the potential reduction Newton method. For this purpose, we make several blanket assumptions on problem (20). These are all fairly standard assumptions; in particular, (D4) is a second-order sufficiency condition. The assumptions are as follows.
(D1) The objective function $\theta: \Re^{m} \rightarrow \Re$ is twice continuously differentiable and convex.
(D2) The map $G: \Re^{m} \rightarrow \mathcal{S}^{n}$ is twice continuously differentiable and positive semidefinite convex (psd-convex); that is,

$$
G(t x+(1-t) y) \preceq t G(x)+(1-t) G(y) \quad \forall x, y \in \Re^{m} \forall t \in(0,1)
$$

(D3) The map $h: \Re^{m} \rightarrow \Re^{p}$ is affine, and the (constant) gradients $\left\{\nabla h_{j}(x)\right\}_{j=1}^{p}$ are linearly independent.
(D4) For every $(x, U, \eta) \in \Re^{m} \times \mathcal{S}_{++}^{n} \times \Re^{p}$, the following implication holds:

$$
\left.\begin{array}{c}
h^{\prime}(x ; v)=0 \\
G^{\prime}(x ; v)=0 \\
v \neq 0
\end{array}\right\} \Longrightarrow v^{T} L_{x x}^{\prime \prime}(x, U, \eta) v>0 .
$$

(D5) The feasible set

$$
X \equiv\left\{x \in \Re^{m}: G(x) \preceq 0 ; h(x)=0\right\}
$$

is nonempty and bounded.
We propose below a new interior point method for solving the convex semidefinite program (20) based on the potential reduction Newton algorithm of section 2.3. This method not only generalizes the algorithm developed in section 4.2 of [36] to the context of the nonlinear semidefinite programming problem, but it also allows for a more general choice of starting points. The new algorithm uses a novel potential function $\psi$ which depends on the starting point. A key advantage of the new algorithm is that good convergence properties can be established for arbitrary starting points. This differs from the results in [36], which either require the starting point to satisfy the linear equality constraint $h(x)=0$ (Theorem 5 in the reference) or do not guarantee the boundedness of the sequence of multipliers (Theorem 4 in the reference).

Let $\left(U^{0}, V^{0}, \eta^{0}, x^{0}\right) \in \mathcal{U} \times \Re^{p+m}$ denote an arbitrary starting point and let $c^{0} \equiv$ $h\left(x^{0}\right)$ and $G^{0} \in \mathcal{S}^{n}$ be any matrix such that

$$
\begin{aligned}
& G\left(x^{0}\right) \prec G^{0} \prec G\left(x^{0}\right)+V^{0} \quad \text { if } c^{0} \neq 0 ; \\
& G^{0} \succ 0 \quad \text { if } c^{0}=0 .
\end{aligned}
$$

Define

$$
S \equiv\left\{\begin{array}{l}
\left\{(A, B, c, d) \in \mathcal{S}_{+}^{n} \times \mathcal{S}^{n} \times \Re^{p+m}: B \succeq \frac{c^{T} c^{0}}{\left\|c^{0}\right\|^{2}} G^{0}\right\} \quad \text { if } c^{0} \neq 0  \tag{26}\\
\mathcal{S}_{+}^{n} \times \mathcal{S}_{+}^{n} \times \Re^{p+m} \quad \text { if } c^{0}=0 .
\end{array}\right.
$$

Note that $S$ depends on the starting point when $h\left(x^{0}\right) \neq 0$.
The following technical lemma is a partial restatement of Lemma 6 of [18] and is used in the subsequent Lemma 9 to establish that the CE $(\Omega, H)$ and the set $S$ defined above satisfy conditions (A1)-(A3) of section 2.1.

Lemma 8. Assume that $G: \Re^{m} \rightarrow \mathcal{S}^{n}$ is psd-convex and $h: \Re^{m} \rightarrow \Re^{p}$ is an affine function. Then the following statements hold:
(a) for every $U \in \mathcal{S}_{+}^{n}$, the function $x \in \Re^{m} \mapsto U \bullet G(x)$ is convex;
(b) if condition (D5) holds then, for every $\bar{B} \in \mathcal{S}^{n}$ and $\bar{\gamma} \in \Re$, the set

$$
\left\{x \in \Re^{m}: G(x) \preceq \bar{B},\|h(x)\| \leq \bar{\gamma}\right\}
$$

is bounded.
Lemma 9. Assume that problem (20) satisfies conditions (D1)-(D4). The following three statements hold:
(a) the map $F$ defined by (23) satisfies (B1) and (B2) of section 3.1;
(b) the pair $(\Omega, H)$ with $\Omega$ and $H$ defined by (25) and (24), respectively, and the set $S$ defined by (26) satisfy conditions (A1), (A2), and (A3) of section 2.1; and
(c) the map $H$ restricted to the set $\mathcal{U} \times \Re^{p+m}$ is a local homeomorphism.

Proof. Since the case where $c^{0}=0$ is easy to deal with, the proof below focuses on the case where $c^{0} \neq 0$. Conditions (A1) and (A2)(a) are obvious. Clearly, we have

$$
\begin{equation*}
\Omega_{\mathcal{I}}=\left\{(U, V, \eta, x) \in \mathcal{U} \times \Re^{p+m}: V+G(x) \succ \frac{h\left(x^{0}\right)^{T} h(x)}{\left\|h\left(x^{0}\right)\right\|^{2}} G^{0}\right\} \tag{27}
\end{equation*}
$$

which is nonempty because it contains the tuple $\left(U^{0}, V^{0}, \eta^{0}, x^{0}\right)$. Moreover, using (10) we easily see that the set $H^{-1}(\operatorname{int} S) \cap \operatorname{bd} \Omega$ is empty. We have thus proved that condition (A2) holds. Using the same arguments as in the proof of Lemma 3, we can show that if statement (a) holds, then $H^{\prime}(U, V, \eta, x)$ is nonsingular for every $(U, V, \eta, x) \in \mathcal{U} \times \Re^{p+m}$; in particular, we can conclude that (A3) holds due to (27), and that $H$ restricted to the set $\mathcal{U} \times \Re^{p+m}$ is a local homeomorphism by the inverse function theorem. Thus the remaining proof is to show that $F$ satisfies (B1) and (B2). For this purpose, assume that $(U, V, x, \eta) \in \mathcal{U} \times \Re^{p+m}$ satisfies

$$
F^{\prime}((U, V, x, \eta) ;(d U, d V, d x, d \eta))=0
$$

for some $(d U, d V, d x, d \eta) \in \mathcal{S}^{n} \times \mathcal{S}^{n} \times \Re^{p+m}$ or, equivalently,

$$
\begin{align*}
d V+G^{\prime}(x ; d x) & =0,  \tag{28}\\
L_{x x}^{\prime \prime}(x, U, \eta) d x+\sum_{i, j=1}^{n} d U_{i j} \nabla G_{i j}(x)-\sum_{k=1}^{\ell} d \eta_{k} \nabla h_{k}(x) & =0,  \tag{29}\\
h^{\prime}(x ; d x) & =0 . \tag{30}
\end{align*}
$$

Lemma 8(a) together with conditions (D1), (D2), and (D3) and the fact that $U \succeq 0$ imply that $L(x, U, \eta)$ is a convex function of $x$. Hence, we have $d x^{T} L_{x x}^{\prime \prime}(x, U, \eta) d x \geq 0$. Multiplying (29) on the left by $d x^{T}$ and using this last observation together with (28) and (30), we obtain

$$
\begin{equation*}
d U \bullet d V=-d U \bullet G^{\prime}(x ; d x)+d \eta^{T} h^{\prime}(x ; d x)=d x^{T} L_{x x}^{\prime \prime}(x, U, \eta) d x \geq 0 \tag{31}
\end{equation*}
$$

Thus $F$ satisfies (B1). Assume now that

$$
F^{\prime}((U, V, x, \eta) ;(0,0, d x, d \eta))=0
$$

Then all the relations above hold with $(d U, d V)=(0,0)$. In particular, (28), (30), and (31) imply that $h^{\prime}(x ; d x)=0, G^{\prime}(x ; d x)=0$, and $d x^{T} L_{x x}^{\prime \prime}(x, U, \eta) d x=0$. Hence, we conclude that $d x=0$ due to (D4). Using this and the fact that relation (29) holds with $d U=0$, we obtain

$$
\sum_{k=1}^{\ell} d \eta_{k} \nabla h_{k}(x)=0
$$

which in turn implies that $d \eta=0$ due to (D3). We have thus shown that $F$ satisfies (B2).

Associated with the set $S$, we now introduce the following potential function $p:$ int $S \rightarrow \Re$ defined for any tuple $(A, B, c, d) \in \operatorname{int} S$ by

$$
\begin{gather*}
p(A, B, c, d) \equiv \zeta \log \left(\|A\|_{F}^{2}+\left\|B-\frac{c^{T} c^{0}}{\left\|c^{0}\right\|} G^{0}\right\|_{F}^{2}+\|c\|^{2}+\|d\|^{2}\right) \\
-\log (\operatorname{det} A)-\log \left(\operatorname{det}\left(B-\frac{c^{T} c^{0}}{\left\|c^{0}\right\|^{2}} G^{0}\right)\right) \tag{32}
\end{gather*}
$$

where $\zeta$ is a suitable constant.
We establish in the next result that if $\zeta \geq 3 n / 2$, then the above potential function satisfies conditions (A4), (A5), and (A6) of section 2.1.

LEMMA 10. If $\zeta \geq 3 n / 2$, then the potential function (32), the tuple $a \equiv(I, 0,0,0) \in$ $\mathcal{S}^{n} \times \mathcal{S}^{n} \times \Re^{p+m}$, and the constant $\bar{\sigma} \equiv 1 / 2$ satisfy conditions (A4), (A5), and (A6) of section 2.1.

Proof. The verification of (A4) is similar to that of Lemma 4. Define

$$
\begin{aligned}
\tau & \equiv\|A\|_{F}^{2}+\left\|B-\frac{c^{T} c^{0}}{\left\|c^{0}\right\|} G^{0}\right\|_{F}^{2}+\|c\|^{2}+\|d\|^{2} \\
\tilde{B} & \equiv B-\frac{c^{T} c^{0}}{\left\|c^{0}\right\|} G^{0}
\end{aligned}
$$

It is easy to see that

$$
\nabla p(A, B, c, d)=\left(\begin{array}{c}
\frac{2 \zeta}{\tau} A-A^{-1} \\
\frac{2 \zeta}{\tau} \tilde{B}-\tilde{B}^{-1} \\
\frac{2 \zeta}{\tau}\left(c-\frac{\tilde{B} \bullet G^{0}}{\left\|c^{0}\right\|^{2}} c^{0}\right)+\frac{\tilde{B}^{-1} \bullet G^{0}}{\left\|c^{0}\right\|^{2}} c^{0} \\
\frac{2 \zeta}{\tau} d
\end{array}\right)
$$

The definition of $\tau$ and $\tilde{B}$ together with a simple algebraic manipulation reveals that

$$
\nabla p(A, B, c, d) \bullet(A, B, c, d)=2(\zeta-n)>0 \quad \text { for all }(A, B, c, d) \in \operatorname{int} S
$$

and hence that (A5) holds. Moreover, using the fact that

$$
(\operatorname{tr} P)^{2} \leq n\|P\|_{F}^{2} \quad \text { and } \quad\left(\operatorname{tr} P^{-1}\right)(\operatorname{tr} P) \geq n^{2}
$$

for every $P \in \mathcal{S}^{n}$ and $\zeta \geq 3 n / 2$, we obtain for every $(A, B, c, d) \in \operatorname{int} S$,

$$
\begin{aligned}
& \frac{[\nabla p(A, B, c, d) \bullet(I, 0,0,0)][(A, B, c, d) \bullet(I, 0,0,0)]}{\|(I, 0,0,0)\|_{F}^{2}} \\
& \quad=\frac{1}{n}\left[\frac{2 \zeta}{\tau}(\operatorname{tr} A)^{2}-\left(\operatorname{tr} A^{-1}\right)(\operatorname{tr} A)\right] \leq \frac{2 \zeta(\operatorname{tr} A)^{2}}{n\|A\|_{F}^{2}}-\frac{\left(\operatorname{tr} A^{-1}\right)(\operatorname{tr} A)}{n} \\
& \quad \leq 2 \zeta-n<4 \zeta-4 n=2[p(A, B, c, d) \bullet(A, B, c, d)]
\end{aligned}
$$

Hence (A6) holds with $a=(I, 0,0,0)$ and $\bar{\sigma}=1 / 2$.
The next two results will be used in Theorem 3 to establish the boundedness of the sequence of iterates generated by the potential reduction Newton method under the framework of this section.

Lemma 11. Assume that problem (20) satisfies conditions (D1)-(D5). Then the map $H: \mathcal{S}_{+}^{n} \times \mathcal{S}_{+}^{n} \times \Re^{p+m} \rightarrow \mathcal{S}^{n} \times \Re^{p+m}$ defined in (25) is proper with respect to the set $\mathcal{S}^{n} \times F\left(\mathcal{U} \times \Re^{p+m}\right)$.

Proof. Using Proposition 4(a) and Lemma 7 of [18], we conclude that the map $F$ defined in (23) is ( $U, V$ )-equilevel monotone on $\mathcal{S}_{+}^{n} \times \mathcal{S}_{+}^{n} \times \Re^{p+m}$. Moreover, by Proposition 4(c) and Lemma 9 of [18], it follows that $F$ is $(\eta, x)$-bounded on $\mathcal{S}_{+}^{n} \times$ $\mathcal{S}_{+}^{n} \times \Re^{p+m}$. Since, by Lemma 9 , the map $H$ restricted to $\mathcal{U} \times \Re^{m+p}$ is a local homeomorphism, we conclude from Proposition 2 that $H$ is proper with respect to $\mathcal{S}^{n} \times F\left(\mathcal{U} \times \Re^{p+m}\right)$.

In the next result we describe in more detail the set $F\left(\mathcal{U} \times \Re^{p+m}\right)$ for the map $F$ given by (23).

Lemma 12. Assume that problem (20) satisfies conditions (D1)-(D5). Then $F\left(\mathcal{U} \times \Re^{p+m}\right)=\mathcal{F} \times \Re^{m}$, where $F$ is the map given by (23) and

$$
\mathcal{F} \equiv\left\{(B, c) \in \mathcal{S}^{n} \times \Re^{p}: \exists x \in \Re^{m} \text { such that } G(x) \prec B \text { and } h(x)=c\right\}
$$

Moreover, $\mathcal{F}$ is a convex set.
Proof. The inclusion $F\left(\mathcal{U} \times \Re^{p+m}\right) \subset \mathcal{F} \times \Re^{m}$ follows straightforwardly from the definition of the map $F$ and the set $\mathcal{U}$. Assume now that $(B, c, d) \in \mathcal{F} \times \Re^{m}$. We have proved in Lemma 10 of [18] that if conditions (D1)-(D5) hold and $(0,0) \in \mathcal{F}$, then $(0,0,0) \in F\left(\mathcal{U} \times \Re^{p+m}\right)$. Consider now the problem

$$
\begin{array}{ll}
\operatorname{minimize} & \tilde{\theta}(x) \\
\text { subject to } & \tilde{G}(x) \preceq 0, \quad \tilde{h}(x)=0
\end{array}
$$

where $\tilde{\theta}(x) \equiv \theta(x)-d^{T} x, \tilde{G}(x) \equiv G(x)_{\tilde{\theta}}-B$, and $\tilde{\sim}(x) \equiv h(x)-c$ for all $x \in$ $\Re^{m}$. It is easy to see that the functions $\tilde{\theta}, \tilde{G}$, and $\tilde{h}$ also satisfy conditions (D1)(D5). Hence, applying Lemma 10 of [18] to this new problem, we conclude that $(0,0,0) \in \tilde{F}\left(\mathcal{U} \times \Re^{p+m}\right)$, where $\tilde{F}$ is defined like the function $F$ in (23) with $\theta$, $G$, and $h$ replaced by $\tilde{\theta}, \tilde{G}$, and $\tilde{h}$, respectively. A simple verification shows that $(0,0,0) \in \tilde{F}\left(\mathcal{U} \times \Re^{p+m}\right)$ is equivalent to $(B, c, d) \in F\left(\mathcal{U} \times \Re^{p+m}\right)$. We have thus shown that $F\left(\mathcal{U} \times \Re^{p+m}\right) \supseteq \mathcal{F} \times \Re^{m}$. Using conditions (D2) and (D3), and some standard arguments, we can easily show that $\mathcal{F}$ is a convex set.

We establish one technical lemma, which will be used to prove an important conclusion of the main result of this section, Theorem 6.

Lemma 13. Let $\left\{U^{k}\right\}$ and $\left\{V^{k}\right\}$ be two sequences in $\mathcal{S}_{++}^{n}$ such that

$$
\lim _{k \rightarrow \infty}\left(U^{k} V^{k}+V^{k} U^{k}\right)=0
$$

Then

$$
\begin{equation*}
\lim _{k \rightarrow \infty}\left(U^{k}\right)^{1 / 2} V^{k}\left(U^{k}\right)^{1 / 2}=0 \tag{33}
\end{equation*}
$$

Proof. Since $\left(U^{k}\right)^{1 / 2} V^{k}\left(U^{k}\right)^{1 / 2}$ is a symmetric matrix, its eigenvalues are all real. Since

$$
\left(U^{k}\right)^{-1 / 2}\left(U^{k} V^{k}\right)\left(U^{k}\right)^{1 / 2}=\left(U^{k}\right)^{1 / 2} V^{k}\left(U^{k}\right)^{1 / 2}
$$

it follows that all the eigenvalues of $U^{k} V^{k}$ are real too. This implies that the eigenvalues of $\left(U^{k} V^{k}\right)^{2}$ are all positive. Therefore,

$$
2\left\|U^{k} V^{k}\right\|_{F}^{2} \leq 2\left\|U^{k} V^{k}\right\|_{F}^{2}+2 \operatorname{tr}\left(U^{k} V^{k}\right)^{2}=\left\|U^{k} V^{k}+V^{k} U^{k}\right\|_{F}^{2}
$$

Since the right-hand norm converges to zero as $k \rightarrow \infty$, the same holds for the left-hand norm. Thus the spectrum of $U^{k} V^{k}$ converges to the single element $\{0\}$. Since this spectrum is the same as that of $\left(U^{k}\right)^{1 / 2} V^{k}\left(U^{k}\right)^{1 / 2}$, the desired limit (33) follows.

The following is the main convergence result of the potential reduction Newton method specialized to the convex semidefinite program (20). A noteworthy remark about this result is that part (d) does not require the sequence of multipliers $\left\{\left(U^{k}, \eta^{k}\right)\right\}$ to be bounded.

Theorem 6. Suppose that problem (20) satisfies conditions (D1)-(D5), and that $\left\{\left(U^{k}, V^{k}, \eta^{k}, x^{k}\right)\right\}$ is a sequence generated by the potential reduction Newton method of section 2.3 initialized at an arbitrary tuple $\left.\left(U^{0}, V^{0}, \eta^{0}, x^{0}\right)\right\} \in \mathcal{U} \times \Re^{p+m}$, and with $(\Omega, H), S, p: \operatorname{int} S \rightarrow \Re$ given by (24), (25), (26), and (32), respectively, $a \equiv(I, 0,0,0) \in \mathcal{S}^{n} \times \mathcal{S}^{n} \times \Re^{p+m}$, and $\bar{\sigma} \equiv 1 / 2$. Assume also that $\zeta \geq 3 / 2$ and $\lim \sup _{k} \sigma_{k}<1 / 2$. Then, the following statements hold:
(a) every accumulation point of $\left\{\left(U^{k}, V^{k}, \eta^{k}, x^{k}\right)\right\}$ is a solution of the $C E(\Omega, H)$;
(b) the sequence $\left\{\left(V^{k}, x^{k}\right)\right\}$ is bounded; thus $\left\{x^{k}\right\}$ has at least one accumulation point;
(c) $\lim _{k \rightarrow \infty} H\left(U^{k}, V^{k}, \eta^{k}, x^{k}\right)=0$;
(d) every accumulation point of the sequence $\left\{x^{k}\right\}$ is an optimal solution of problem (20);
(e) if there exists $\bar{x} \in \Re^{m}$ such that $h(\bar{x})=0$ and $G(\bar{x}) \prec 0$ (that is, problem (20) has a Slater point), then the whole sequence $\left\{\left(U^{k}, V^{k}, \eta^{k}, x^{k}\right)\right\}$ is bounded.
Proof. By Lemmas 9 and 10, the assumptions of the theorem guarantee that $(\Omega, H), S, p: \operatorname{int} S \rightarrow \Re, a=(I, 0,0,0)$, and $\bar{\sigma}=1 / 2$ satisfy conditions (A1)(A6) of section 2.1. Hence, by Theorem 3, we conclude that statement (a) holds and that the sequence $\left\{H\left(U^{k}, V^{k}, \eta^{k}, x^{k}\right)\right\}$ is bounded. By the definition of $H$, this implies that $\left\{V^{k}+G\left(x^{k}\right)\right\}$ and $\left\{h\left(x^{k}\right)\right\}$ are bounded, and hence $\left\{x^{k}\right\} \subset\left\{x \in \Re^{m}\right.$ : $G(x) \preceq \bar{B},\|h(x)\| \leq \bar{\gamma}\}$ for some $(\bar{B}, \bar{\gamma}) \in \mathcal{S}^{n} \times \Re$. Since by Lemma $8(\mathrm{~b})$ the latter set is bounded, we conclude that $\left\{x^{k}\right\}$ is bounded. Clearly, this and the fact that $\left\{V^{k}+G\left(x^{k}\right)\right\}$ is bounded imply that $\left\{V^{k}\right\}$ is also bounded. Hence, statement (b) follows.

The proofs of statements (c) and (e) are based on statements (c) and (d) of Theorem 3. For simplicity, we assume in the remaining proof that $c^{0} \equiv h\left(x^{0}\right) \neq 0$; the proof when $c^{0}=0$ is analogous. Define

$$
E \equiv \mathcal{S}_{+}^{n} \times\left\{(B, c) \in \mathcal{S}^{n} \times\left[0, c^{0}\right]: B \succeq \frac{c^{T} c^{0}}{\left\|c^{0}\right\|^{2}} G^{0}\right\} \times \Re^{m}
$$

Note that $E$ is a closed subset of $S$. Moreover, using (D3) and the fact that the third component of $a$ is zero, we easily see that $\left\{h\left(x^{k}\right)\right\} \subset\left[0, c^{0}\right]$. Clearly, this implies that $\left\{H\left(U^{k}, V^{k}, \eta^{k}, x^{k}\right)\right\} \subset E$. In view of (c) and (d) of Theorem 3, statements (c) and (e) follow once we establish that the map $H$ is proper with respect to

$$
E \cap \operatorname{int} S=\mathcal{S}_{++}^{n} \times\left\{(B, c) \in \mathcal{S}^{n} \times\left[0, c^{0}\right]: B \succ \frac{c^{T} c^{0}}{\left\|c^{0}\right\|^{2}} G^{0}\right\} \times \Re^{m}
$$

and also proper with respect to $E$ under the assumption that $(0,0) \in \mathcal{F}$. We prove first the properness assertion with respect to int $S \cap E$. By Lemmas 11 and 12, we know that $H$ is proper with respect to $\mathcal{S}^{n} \times F\left(\mathcal{U} \times \Re^{p+m}\right)=\mathcal{S}^{n} \times \mathcal{F} \times \Re^{m}$. Hence, it suffices to show that int $S \cap E$ is contained in $\mathcal{S}^{n} \times \mathcal{F} \times \Re^{m}$, or equivalently that

$$
\begin{equation*}
\left\{(B, c) \in \mathcal{S}^{n} \times\left[0, c^{0}\right]: B \succ \frac{c^{T} c^{0}}{\left\|c^{0}\right\|^{2}} G^{0}\right\} \subset \mathcal{F} \tag{34}
\end{equation*}
$$

Using the definition of $\mathcal{F}$ and Lemma 8(b), it is easy to see that

$$
\begin{equation*}
\operatorname{cl} \mathcal{F}=\left\{(B, c) \in \mathcal{S}^{n} \times \Re^{p}: \exists x \in \Re^{m} \text { such that } G(x) \preceq B \text { and } h(x)=c\right\} \tag{35}
\end{equation*}
$$

Moreover, it follows immediately from the definition of $\mathcal{F}$ and (35) that

$$
\begin{align*}
(B, c) \in \mathcal{F} \Rightarrow\left(B^{\prime}, c\right) \in \mathcal{F} & \forall B^{\prime} \succeq B  \tag{36}\\
(B, c) \in \operatorname{cl} \mathcal{F} \Rightarrow\left(B^{\prime}, c\right) \in \mathcal{F} & \forall B^{\prime} \succ B \tag{37}
\end{align*}
$$

Let $(B, c)$ be an arbitrary element of the left-hand set in (34). Since $c \in\left[0, c^{0}\right]$, we have $c=t c^{0}$ for some $t \in[0,1]$. Hence,

$$
\begin{equation*}
B \succ \frac{c^{T} c^{0}}{\left\|c^{0}\right\|^{2}} G^{0}=t G^{0} \tag{38}
\end{equation*}
$$

Since $(0,0) \in \operatorname{cl} \mathcal{F}$ by $(\mathrm{D} 5),\left(G^{0}, c^{0}\right) \in \mathcal{F}$ by (26), and cl $\mathcal{F}$ is a convex set due to Lemma 12 and Proposition III.1.2.7 of [5], we conclude that $\left(t G^{0}, t c^{0}\right)=t\left(G^{0}, c^{0}\right)+$ $(1-t)(0,0) \in \operatorname{cl} \mathcal{F}$. Hence, by (37) and (38), we have $(B, c)=\left(B, t c^{0}\right) \in \mathcal{F}$. Hence, (34) holds.

Assume now that $(0,0) \in \mathcal{F}$. To prove the properness assertion with respect to $E$, it suffices to show that $E \subset \mathcal{S}^{n} \times \mathcal{F} \times \Re^{m}$ or, equivalently, that

$$
\begin{equation*}
\left\{(B, c) \in \mathcal{S}^{n} \times\left[0, c^{0}\right]: B \succeq \frac{c^{T} c^{0}}{\left\|c^{0}\right\|^{2}} G^{0}\right\} \subset \mathcal{F} \tag{39}
\end{equation*}
$$

If ( $B, c$ ) is in the left-hand set, then we have $c=t c^{0}$ and $B \succeq t G^{0}$ for some $t \in[0,1]$. Since $(0,0) \in \mathcal{F}$ by assumption, $\left(G^{0}, c^{0}\right) \in \mathcal{F}$ by (26), and $\mathcal{F}$ is convex by Lemma 12 , we conclude that $\left(t G^{0}, t c^{0}\right) \in \mathcal{F}$. Hence, by (36) and the fact that $B \succeq t G^{0}$, we have $(B, c)=\left(B, t c^{0}\right) \in \mathcal{F}$. Hence, (39) holds.

Finally, we prove statement (d). For each $k$, let $B^{k} \equiv G\left(x^{k}\right)+V^{k}, \tilde{B}^{k} \equiv G\left(x^{k}\right)+$ $\left(U^{k}\right)^{-1}$, and $d^{k} \equiv \nabla_{x} L\left(x^{k}, U^{k}, \eta^{k}\right)$. It follows that $x^{k}$ is an optimal solution of the convex program

$$
\begin{equation*}
\min \left\{f(x)-\left(d^{k}\right)^{T} x-\log \operatorname{det}\left(\tilde{B}^{k}-G(x)\right): h(x)=h\left(x^{k}\right)\right\} \tag{40}
\end{equation*}
$$

due to the fact that $x^{k}$ together with the multiplier pair $\left(U^{k}, \eta^{k}\right)$ satisfy the optimality condition for this problem. Now let $x^{\infty}$ be an arbitrary accumulation point of $\left\{x^{k}\right\}$. Clearly, $x^{\infty}$ is a feasible solution of (20) due to Theorem 6(c). To show the global optimality of $x^{\infty}$, assume that $\tilde{x}$ is an arbitrary feasible solution of (20). Let $t_{k} \in[0,1]$ be such that $h\left(x^{k}\right)=t_{k} h\left(x^{0}\right)$ and define $\tilde{x}^{k} \equiv t_{k} x^{0}+\left(1-t_{k}\right) \tilde{x}$. Clearly, $\tilde{x}^{k}$ is feasible to (40). Since $\left\{t_{k}\right\}$ converges to zero, it follows that $\left\{\tilde{x}^{k}\right\}$ converges to $\tilde{x}$. Moreover, since $H\left(U^{k}, V^{k}, \eta^{k}, x^{k}\right) \in S$, by the definition of $S$ (26), we have for each $k$ (cf. (38)),

$$
B^{k} \succ t_{k} G^{0}
$$

Hence, it follows that

$$
\begin{aligned}
& f\left(\tilde{x}^{k}\right)-\left(d^{k}\right)^{T} \tilde{x}^{k}-\log \operatorname{det}\left(\tilde{B}^{k}-G\left(\tilde{x}^{k}\right)\right) \\
& \geq f\left(x^{k}\right)-\left(d^{k}\right)^{T} x^{k}-\log \operatorname{det}\left(\tilde{B}^{k}-G\left(x^{k}\right)\right) \\
& =f\left(x^{k}\right)-\left(d^{k}\right)^{T} x^{k}+\log \operatorname{det}\left(U^{k}\right)
\end{aligned}
$$

for all $k$. Rearranging this inequality, we obtain

$$
\begin{aligned}
f\left(\tilde{x}^{k}\right) & -f\left(x^{k}\right)-\left(d^{k}\right)^{T}\left(\tilde{x}^{k}-x^{k}\right) \\
& \geq \log \operatorname{det}\left(\left(U^{k}\right)^{1 / 2}\left[\tilde{B}^{k}-G\left(\tilde{x}^{k}\right)\right]\left(U^{k}\right)^{1 / 2}\right) \\
& =\log \operatorname{det}\left(I+\left(U^{k}\right)^{1 / 2}\left[G\left(x^{k}\right)-G\left(\tilde{x}^{k}\right)\right]\left(U^{k}\right)^{1 / 2}\right) \\
& =\log \operatorname{det}\left(I-\left(U^{k}\right)^{1 / 2} V^{k}\left(U^{k}\right)^{1 / 2}+\left(U^{k}\right)^{1 / 2}\left[B^{k}-G\left(\tilde{x}^{k}\right)\right]\left(U^{k}\right)^{1 / 2}\right) \\
& \geq \log \operatorname{det}\left(I-\left(U^{k}\right)^{1 / 2} V^{k}\left(U^{k}\right)^{1 / 2}\right)
\end{aligned}
$$

where the last inequality follows from the fact that

$$
B^{k}-G\left(\tilde{x}^{k}\right) \succeq B^{k}-t_{k} G\left(x^{0}\right)-\left(1-t_{k}\right) G(\tilde{x}) \succeq B^{k}-t_{k} G\left(x^{0}\right) \succ B^{k}-t_{k} G^{0} \succ 0
$$

Hence, as $k$ goes to $\infty$, we may invoke Lemma 13 to conclude that $f(\tilde{x})-f\left(x^{\infty}\right) \geq 0$. We have thus proved that $x^{\infty}$ is an optimal solution of (20).

Assuming that $G^{0} \succ 0$, it is possible to show that the potential function (32), $a \equiv(I, I, 0,0)$, and $\bar{\sigma}=1$ satisfy the inequality in condition (A6) for every ( $A, B, c, d$ ) in the set $E \cap$ int $S$, where $E$ is defined as in the proof of Theorem 6. Using this fact, it is possible to establish a convergence result similar to Theorem 6 for $a \equiv(I, I, 0,0)$ and $\bar{\sigma}=1$. The interesting point to note is that Theorem 3 still holds if we assume the inequality in condition (A6) to be valid only for points in the sequence $\left\{H\left(x^{k}\right)\right\}$. Details are omitted.
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