
Mathematical Programming 78 (1997) 393-396 

A note on the existence of the 
Alizadeh-Haebedy-Overton direction for 

semidefinite programming 1 

Renato D.C. Monteiro, Paulo R. Zanjficomo 
School of Industrial and Systems Engineering, Georgia Institute of Technology, Atlanta, GA 30332, USA 

Received 18 September 1996; revised manuscript received 27 January 1997 

Abstract 

This note establishes a new sufficient condition for the existence and uniqueness of the 
Alizadeh-Haebedy-Overton direction for semidefinite programming, t~) 1997 The Mathemati- 
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1. I n t r o d u c t i o n  

Let R p, RP xq and ,SP denote the p-dimensional  Euclidean space, the set o f  all p x q 

real matrices and the set all p x p real symmetric matrices, respectively. Let S p and 

,.q_~_ denote the set o f  all matrices in S p which are positive semidefinite and posit ive 

definite, respectively. Given P and Q in R p xq, let P • Q = )-~i,j PijQij. 

Consider  the semidefinite programming (SDP)  problem 

/I  (P)  m i n { C e X : A i e X = b i ,  i = l  . . . . .  m, X E S + } ,  (1) 

and its associated dual SDP problem 

(D)  max bTy : yiAi + S = C, S E S n (2)  + , 

i=1 
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where C E S n, Ai E 8 n, i = 1 . . . . .  m, and b = (bl . . . . .  bin) T E ~m are the data, 

and X E S~ and (S, y) E S~. × R m are the primal and dual variables, respectively. 
Throughout this note we assume that the matrices A1 . . . . .  Am are linearly independent. 

Shida, Shindoh and Kojima [4] show that the Alizadeh-Haeberly-Overton (AHO) 
search direction (see Ref. [1] ) at a possibly infeasible point ( X , S , y )  E S++ x S++ x 

]~m exists and is unique whenever the matrix XS + SX is positive semidefinite. This 
note establishes an alternative sufficient condition for the existence of the AHO search 

direction, namely: IISI/2XS 1/2 -- viii <~ v / 2  for some scalar v > 0. 
In addition to the notation introduced above, we also use the following one throughout 

this note. The superscript T denotes transpose. The trace of a matrix Q E IRp×v is 

denoted by Tr Q - ~-~in=l Qii. For a matrix Q E R v×p with all real eigenvalues, we 
denote its smallest and largest eigenvalues by Amin[Q] and Amax[Q], respectively. The 
Euclidean norm and its associated operator norm are both denoted by II-II, hence, 

Ilall -- maxllull=l [[aull for any a E lI~pxp. The Frobenius norm of Q E R pxp is 
IIQIIF -- (Q "Q)1/2. 

2. A sufficient condition 

The AHO search direction at a point (X, S, y) E ,S~_+ x S~_+ x Rm with centrality 

parameter tr E R is by definition the solution (AX, AS, Ay) E S" x ,5" x R"  of the 

linear system 

X A S  q- A S X  + S A X  + A X S  = 2trl~l - XS - SX, 

.i m 

~-~ AyiAi  + AS= C - ~ - ~ y i a i -  S, (3) 
i=1 i=1 

A i * A X = b i - A i * X ,  V i = l  . . . . .  m, 

where I~ -- ( X *  S ) / n .  It has been shown by Shida, Shindoh and Kojima [4] (see also 
Todd, Toh and Ttittincti [5] ) that system (3) has a unique solution, and hence that the 
AHO search direction is well-defined, whenever the condition X S  + S X  E S~_ holds. 

The following theorem provides an alternative sufficient condition for the above system 

to have a unique solution. 

Theorem 2.1. I f  ( X , S , y )  E S~+ x S~+ x ~m is such that 

P IIS1/2x8'/2- pill ~< 

f o r  some scalar z, > O, then system (3)  has a unique solution. 

(4) 

Proof. The left-hand side of  system (3) can be viewed as a linear map of (AX, AS, Ay) 
from the space S n × S n x R m into itself. Hence, to show that (3) has a unique solution 

it suffices to prove that the unique solution (AX, AS, Ay) E ,5" x S" × R m of the 
homogeneous system 
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XAS + ASX + SAX + AXS = O, 
rn 

Uy,a,+ (5) 
i=1 

A i • A X = O ,  V i = I  . . . . .  m, 

is (AX, AS, Ay) = (0 ,0 ,0 ) .  Using the two last equations of (5),  we easily see that 

AX • AS = Tr (AXAS) = 0. (6) 

If  V =_ XAS + AXS = 0 then it is easy to verify with the aid of (6) that AX = AS = 0. 
Since the matrices Alz, . . . .  Am are linearly independent, it follows from the second 
equation of (5) that Ay = 0. Hence, V = 0 implies that (AX, AS, Ay) - (0 ,0 ,0 ) .  To 
complete the proof, it remains to show that V = 0. Assume for contradiction that V ~0 .  

Using this assumption and the first equation of (5),  we obtain 

0=  {IV+ vTII~ =2llvll~ + 2Tr V 2 > 2Tr V 2 = 2 T r  (XA'S + A'XS) 2. 

On the other hand, letting A"X - X-~/2AXX -1/2 and ~ - XI/2ASX 1/2, we have by (6) 
A A  

that Tr ( a x a s )  = 0. This identity together with (4), the fact that IIABrt~- ~< IIAItrlIBIt 
and [[BTABII~ >1 Amin[BTB] IIAIIr for every A E S n and B E ~nxn (see exercise 20 
of Section 5.6 and Corollary 4.5.11 of Ref. [2],  respectively) and the Cauchy-Schwarz 
inequality for the Frobenius norm imply that 

Tr (XA'-S + A-XS) 2 = llx'/2~sx'/211 ~ + IIS'/2~xs'/2I[ ~ + 2Tr (XASAXS) 

= I1~11~ + Ilsl/2xl/=~x'/2sl/21l~ + 2 Tr (~SAXXI/2sx 1/2) 

/> I1~{I 2 + (a~n[S~/=XSa/2] )2IIA"Xll ~ + 2Tr [ASAX(XI/2SX 1/2 - v l ) ]  

/ )2  

/> Ilasll~ + -TIIAxII~ - 2 II~SllrllA~ll~llx'/=sxz/2 -/)ill 

/22 ~ . .- . .  A 

/> IlaSll~ + TIIAxII~ -/)IIASIIpIIAXIIr 

= 0 .  
2 F 

Since this inequality contradicts the previous one, we conclude that V = 0. 
It is easy to see that the set of all points (X,S ,y)  C S n++ x S~+ x N 'n satisfying 

II S~/=xs~/2 -/)/ll <~ ~'/), for some/)  > 0, 

coincides with the set ,S~+ x S~+ x N 'n when ), = I. Hence, for 3/= 1/2 the corresponding 
set can be thought of as being "half" of  the whole space S~_+ x ,S~+ x R ra. 

Using techniques similar to those used in the proof of Theorem 2.1, it is possible to 
show that condition (4) implies the sufficient condition for the existence of the AHO 
direction proposed in Theorem 3.1 of Todd, Toh and Ttittincii [5], namely that E - I F  
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is posit ive definite where E --  S ® I + I ® S, F --  X ® I + I ® X and ® denotes 

the Kronecker product  between two matrices (see Chapter 4 of  Ref. [3] ). Instead of  

establishing the latter condition, we gave a direct proof  that condition (4)  implies the 

existence o f  the A H O  direction. 

Finally, we observe that condition (4)  of  Theorem 2.1 does not imply that X S + S X  E 

S~_ as the fol lowing example of  matrices X and S illustrates: 

1 S - -  . 
X = 0.5 ' 16 

It is easy to see that X S  + SX is indefinite and that IISI/2XS I/2 - ~'Itl = I, /2 with ~, = 8. 

Also,  it is easy to see that the matrices 

satisfy XS + SX C S~_ and [ [S I /2xs  1/2 - VIII :> 12/2 for any ~, > 0. Hence, the posit ive 

semidefiniteness of  XS + SX does not imply condition (4)  either. 
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