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Abstract. In this paper we present a scaling-invariant, interior-point, predictor-corrector type
algorithm for linear programming (LP) whose iteration-complexity is polynomially bounded by the
dimension and the logarithm of a certain condition number of the LP constraint matrix. At the
predictor stage, the algorithm either takes the step along the standard affine scaling (AS) direction
or a new trust-region type direction, whose construction depends on a scaling-invariant bipartition of
the variables determined by the AS direction. This contrasts with the layered least squares direction
introduced in S. Vavasis and Y. Ye [Math. Program., 74 (1996), pp. 79–120], whose construction
depends on multiple-layered partitions of the variables that are not scaling-invariant. Moreover, it is
shown that the overall arithmetic complexity of the algorithm (weakly) depends on the right-hand
side and the cost of the LP in view of the work involved in the computation of the trust region steps.
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1. Introduction. We consider the linear programming (LP) problem

minimizex cTx
subject to Ax = b, x ≥ 0(1)

and its associated dual problem

maximize(y,s) bT y
subject to AT y + s = c, s ≥ 0,(2)

where A ∈ �m×n, c ∈ �n, and b ∈ �m are given, and the vectors x, s ∈ �n, and
y ∈ �m are the unknown variables.

Karmarkar in his seminal paper [4] proposed the first polynomially convergent
interior-point method with an O(nL) iteration-complexity bound, where L is the size
of the LP instance (1). The first path-following interior-point algorithm was proposed
by Renegar in his breakthrough paper [17]. Renegar’s method closely follows the
primal central path and exhibits an O(

√
nL) iteration-complexity bound. The first

path-following algorithm that simultaneously generates iterates in both the primal and
dual spaces has been proposed by Kojima, Mizuno, and Yoshise [5] and Tanabe [19],
based on ideas suggested by Megiddo [7]. In contrast to Renegar’s algorithm, Kojima
et al.’s algorithm has an O(nL) iteration-complexity bound. A primal-dual path-
following with an O(

√
nL) iteration-complexity bound was subsequently obtained by
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Kojima, Mizuno, and Yoshise [6] and Monteiro and Adler [11, 12] independently.
Following these developments, many other primal-dual interior-point algorithms for
linear programming have been proposed.

An outstanding open problem in optimization is whether there exists a strongly
polynomial algorithm for linear programming, that is one whose complexity is bounded
by a polynomial of m and n only. A major effort in this direction is due to Tardos
[20] who developed a polynomial-time algorithm whose complexity is bounded by a
polynomial of m, n, and LA, where LA denotes the size of A. Such an algorithm gives
a strongly polynomial method for the important class of linear programming problems
where the entries of A are either 1, −1, or 0, e.g., LP formulations of network flow
problems. Tardos’ algorithm consists of solving a sequence of “low-sized” LP prob-
lems by a standard polynomially convergent LP method and using their solutions to
obtain the solution of the original LP problem.

The development of a method which works entirely in the context of the original
LP problem and whose complexity is also bounded by a polynomial of m, n, and LA

is due to Vavasis and Ye [28]. Their method is a primal-dual, path-following, interior-
point algorithm similar to the ones mentioned above except that it uses once in a while
a crucial step, namely the least layered square (LLS) direction. They showed that
their method has an O(n3.5(log χ̄A + logn)) iteration-complexity bound, where χ̄A

is a condition number associated with A having the property that log χ̄A = O(LA).
The number χ̄A was first introduced implicitly by Dikin [2] in the study of primal
affine scaling (AS) algorithms, and was later studied by several researchers including
Vanderbei and Lagarias [27], Todd [21], and Stewart [18]. Properties of χ̄A are studied
in [3, 25, 26].

The complexity analysis of Vavasis and Ye’s algorithm is based on the notion
of crossover event, a combinatorial event concerning the central path. Intuitively, a
crossover event occurs between two variables when one of them is larger than the other
at a point in the central path and then becomes smaller asymptotically as the optimal
solution set is approached. Vavasis and Ye showed that there can be at most n(n−1)/2
crossover events and that a distinct crossover event occurs everyO(n1.5(log χ̄A+logn))
iterations, from which they deduced the overall O(n3.5(log χ̄A + logn)) iteration-
complexity bound. In [10], an LP instance is given where the number of crossover
events is Θ(n2).

One difficulty of Vavasis and Ye’s method is that it requires the explicit knowl-
edge of χ̄A in order to determine a partition of the variables into layers used in the
computation of the LLS step. This difficulty was remedied in a variant proposed by
Megiddo, Mizuno, and Tsuchiya [8] which does not require the explicit knowledge of
the number χ̄A. They observed that at most n types of partitions arise as χ̄A varies
from 1 to ∞, and that one of these can be used to compute the LLS step. Based on
this idea, they developed a variant which computes the LLS steps for all these parti-
tions and picks the one that yields the greatest duality gap reduction at the current
iteration. Another approach that also remedies the above difficulty was proposed by
Monteiro and Tsuchiya [14]. Their algorithm computes only one LLS step per itera-
tion without any explicit knowledge of χ̄A. This method is a predictor-corrector type
algorithm like the one described in [9] except that at the predictor stage it takes a
step along either the primal-dual AS step or the LLS step. In contrast to the LLS
step used in Vavasis and Ye’s algorithm, the partition of variables used for computing
the LLS step is constructed from the information provided by the AS direction and
hence does not require any knowledge on χ̄A. Both of these variants ([8], [14]) have
exactly the same overall complexity as Vavasis and Ye’s algorithm.
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Another disadvantage associated with Vavasis and Ye’s algorithm, as well as its
variants in [8] and [14], is that they are not scaling-invariant under the change of
variables (x, y, s) = (Dx̃, ỹ,D−1s̃), where D is a positive diagonal matrix. Hence,
when these algorithms are applied to the scaled pair of LP problems, the number of
iterations performed by it generally changes and is now bounded by O(n3.5 log(χ̄AD +
n)), as AD is the coefficient matrix for the scaled pair of LP problems. On the
other hand, using the notion of crossover events, LLS steps and a few other nontrivial
ideas, Monteiro and Tsuchiya [15] have shown that, for the Mizuno-Todd-Ye predictor-
corrector (MTY P-C) algorithm, the number of iterations needed to approximately
traverse the central path from μ0 to μf is bounded by O(n3.5 log(χ̄∗

A+n)+T (μ0/μf)),
where χ̄∗

A is the infimum of χ̄AD as D varies over the set of positive diagonal matrices
and T (t) ≡ min{n2 log(log t), log t} for all t > 0. The condition number χ̄∗

A is clearly
scaling-invariant and the ratio χ̄∗

A/χ̄A, as a function of A, can be arbitrarily small
(see [15]). Hence, while the iteration-complexity obtained in [15] for the MTY P-C
algorithm has the extra term T (μ0/μf ), its first term can be considerably smaller
than the bound obtained by Vavasis and Ye. Also note that, as μ0/μf grows to ∞,
the iteration-complexity bound obtained in [15] is smaller than the classical iteration-
complexity bound of O(

√
n log(μ0/μf )) established in [9] for the MTY P-C algorithm.

An interesting open problem is whether one can develop a scaling-invariant interior-
point algorithm for linear programming whose iteration-complexity and arithmetic-
complexity are bounded by a polynomial of n and log χ̄∗

A. In this paper, we par-
tially answer the above question by presenting a predictor-corrector type algorithm,
referred to as the predictor-corrector trust-region (PC-TR) algorithm, which has
O(n3.5 log(χ̄∗

A + n)) iteration-complexity bound. It is a predictor-corrector algorithm
similar to the one developed in [9] except that, at the predictor stage, it takes a step
along either the AS direction or a trust-region (TR) type step. Unlike the LLS di-
rection used in the predictor-corrector algorithm of [14], the TR direction depends
on a scaling-invariant bipartition of the variables and hence it is a scaling-invariant
direction. Its iteration can be briefly described as follows. First, the AS direction is
computed and a test involving this direction is performed to determine whether the
TR step is needed. If the TR direction is not needed, a step along the AS direction,
followed by a standard corrector step, is taken as usual. Otherwise, the AS direction
determines a scaling-invariant bipartition of the variables which allows to construct
a pair of primal and dual trust region subproblems whose optimal solutions yield the
TR direction. Then the algorithm takes a step along either the AS or the TR di-
rection whichever yields the largest duality gap reduction. Moreover, we show that
the overall arithmetic complexity of the PC-TR algorithm (weakly) depends also on
b and c due to work involved in the computation of the trust region steps.

The organization of the paper is as follows. Section 2 consists of six subsections.
In subsection 2.1, we review the notion of the primal-dual central path and its associ-
ated two norm neighborhoods. Subsection 2.2 introduces the notion of the condition
number χ̄A of a matrix A and describes the properties of χ̄A that will be useful in
our analysis. Subsection 2.3 reviews the AS step and the corrector (or centrality)
step which are the basic ingredients of several well-known, interior-point algorithms.
Subsection 2.4 motivates and formally introduces the TR step. Subsection 2.5 de-
scribes an interior-point algorithm based on these TR steps, which we refer to as the
predictor-corrector trust-region (PC-TR) algorithm, and states one of main results
of this paper which gives an upper bound on the iteration-complexity of the PC-TR
algorithm. Subsection 2.6 introduces a variant of the PC-TR algorithm with the same
iteration-complexity as the latter one and discusses a procedure for computing the TR
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steps used by this variant. It also states the other main result of this paper regard-
ing the overall arithmetic complexity of the above variant of the PC-TR algorithm.
Section 3, which consists of three subsections, introduces some basic tools which are
used in our convergence analysis. Subsection 3.1 discusses the notion of crossover
events. Subsection 3.2 introduces the LLS direction and states an approximation re-
sult that provides an estimation of the closeness between the AS direction and the
LLS direction. Subsection 3.3 reviews an important result, which basically provides
sufficient conditions for the occurrence of crossover events. Section 4 is dedicated to
the proof of the main result stated in subsection 2.5. Section 5 provides the proof
of the other main result stated in subsection 2.6 regarding the arithmetic complexity
of the variant of the PC-TR algorithm. Finally, the Appendix gives the proof of an
important lemma used in subsection 2.4 to motivate the definition of the TR step.

The following notation is used throughout our paper. We denote the vector of
all ones by e. Its dimension is always clear from the context. The symbols �n, �n

+,
and �n

++ denote the n-dimensional Euclidean space, the nonnegative orthant of �n,
and the positive orthant of �n, respectively. The set of all m × n matrices with real
entries is denoted by �m×n. If J is a finite index set, then |J | denotes its cardinality,
that is the number of elements of J . For J ⊆ {1, . . . , n} and w ∈ �n, we let wJ

denote the subvector [wi]i∈J ; moreover, if E is an m×n matrix, then EJ denotes the
m× |J | submatrix of E corresponding to J . For a vector w ∈ �n, we let max(w) and
min(w) denote the largest and the smallest component of w, respectively; Diag(w)
denote the diagonal matrix whose ith diagonal element is wi for i = 1, . . . , n; and for
an arbitrary α ∈ �, wα denote the vector [Diag(w)]αe whenever it is well-defined.
For two vectors u, v ∈ �n, uv denotes their Hadamard product, i.e., the vector in �n

whose ith component is uivi. The Euclidean norm, the 1-norm, and the ∞-norm are
denoted by ‖ · ‖, ‖ · ‖1, and ‖ · ‖∞, respectively. For a matrix E, Im(E) denotes the
subspace generated by the columns of E, and Ker(E) denotes the subspace orthogonal
to the rows of E. The superscript T denotes transpose.

2. The problem and algorithm. In this section we propose a predictor-
corrector, primal-dual, interior-point algorithm with trust-region steps for solving
linear programming (1) and (2). We also present the main convergence results for the
algorithm. One result establishes a polynomial iteration-complexity bound, namely,
O(n3.5 log(χ̄∗

A +n+ε−1
0 )), where ε0 is a constant and χ̄∗

A is a certain scaling-invariant
condition number associated with the constraint matrix A, and the other result es-
tablishes a polynomial arithmetic complexity bound for the algorithm.

2.1. The central path. In this subsection we introduce the pair of primal and
dual linear programs and the assumptions used in our development. We also describe
the associated primal-dual central path and its corresponding two-norm neighbor-
hoods.

Given A ∈ �m×n, c ∈ �n, and b ∈ �m, consider the pairs of linear programs (1)
and (2), where x ∈ �n and (y, s) ∈ �m × �n are their respective variables. The set
of strictly feasible solutions for these problems are

P++ ≡ {x ∈ �n : Ax = b, x > 0},
D++ ≡ {(y, s) ∈ �m×n : AT y + s = c, s > 0},

respectively. Throughout the paper we make the following assumptions on the pair
of problems (1) and (2).
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A.1 P++ and D++ are nonempty.
A.2 The rows of A are linearly independent.
Under the above assumptions, it is well known that for any ν > 0 the system,

xs = νe,(3)
Ax = b, x > 0,(4)

AT y + s = c, s > 0,(5)

has a unique solution (x, y, s), which we denote by (x(ν), y(ν), s(ν)). The central path
is the set consisting of all these solutions as ν varies in (0,∞). As ν converges to zero,
the path (x(ν), y(ν), s(ν)) converges to a primal-dual optimal solution (x∗, y∗, s∗) for
problems (1) and (2). Given a point w = (x, y, s) ∈ P++×D++, its duality gap and its
normalized duality gap are defined as xT s and μ = μ(x, s) ≡ xT s/n, respectively, and
the point (x(μ), y(μ), s(μ)) is said to be the central point associated with w. Note
that (x(μ), y(μ), s(μ)) also has normalized duality gap μ. We define the proximity
measure of a point w = (x, y, s) ∈ P++ ×D++ with respect to the central path by

η(w) ≡ ‖xs/μ− e‖.
Clearly, η(w) = 0 if and only if w = (x(μ), y(μ), s(μ)), or equivalently w coincides
with its associated central point. The two-norm neighborhood of the central path
with opening β > 0 is defined as

N (β) ≡ {w = (x, y, s) ∈ P++ ×D++ : η(w) ≤ β}.
Finally, for any point w = (x, y, s) ∈ P++ ×D++, we define

δ(w) ≡ s1/2x−1/2 ∈ �n.(6)

The following propositions provide important estimates which are used through-
out our analysis.

Proposition 2.1. For every 0 < ν1 ≤ ν2, we have

s(ν1) ≤ ns(ν2) and x(ν1) ≤ nx(ν2).(7)

Proof. Please refer to Lemma 16 of Vavasis and Ye [28].
Proposition 2.2. Let w = (x, y, s) ∈ N (β) for some β ∈ (0, 1) be given and

define δ ≡ δ(w). Let w(μ) = (x(μ), y(μ), s(μ)) be the central point associated with w.
Then:

1− β
(1 + β)1/2

δ ≤ s(μ)√
μ
≤ (1 + β)1/2

1− β δ.

Proof. This result is summarized in Proposition 2.1 in [14].

2.2. Condition number. In this subsection we define a certain condition num-
ber associated with the constraint matrix A and state the properties of χ̄A which will
play an important role in our analysis.

Let D denote the set of all positive definite n× n diagonal matrices and define

χ̄A ≡ sup
{
‖AT (AD̃AT )−1AD̃‖ : D̃ ∈ D

}

= sup
{

‖AT y‖
‖c‖ : y = argminỹ∈�n‖D̃1/2(AT ỹ − c)‖ for some 0 �= c∈�n and D̃ ∈ D

}
.

(8)
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The parameter χ̄A plays a fundamental role in the complexity analysis of algorithms
for linear programming and least square problems (see [28] and references therein). Its
finiteness has been firstly established by Dikin and Zorkalcev [2]. Other authors have
also given alternative derivations of the finiteness of χ̄A (see, for example, Stewart
[18], Todd [21], and Vanderbei and Lagarias [27]).

We summarize in the next proposition a few important facts about the parame-
ter χ̄A.

Proposition 2.3. Let A ∈ �m×n with full row rank be given. Then, the following
statements hold:

(a) χ̄GA = χ̄A for any nonsingular matrix G ∈ �m×m;
(b) χ̄A = max{‖G−1A‖ : G ∈ G} where G denotes the set of all m×m nonsingular

submatrices of A;
(c) if the m×m identity matrix is a submatrix of A and Ã is an r×n submatrix

of A, then ‖G̃−1Ã‖ ≤ χ̄A for every r × r nonsingular submatrix G̃ of Ã.
Proof. Statement (a) readily follows from the definition (8). The inequality

χ̄A ≥ max{‖G−1A‖ : G ∈ G} is established in Lemma 3 of [28] while the proof of the
reverse inequality is given in [21] (see also Theorem 1 of [22]). Hence, (b) holds. A
proof of (c) can be found in [14].

The condition number χ̄∗
A, defined by taking the infimum of the condition number

χ̄AD as D varies over the set of positive diagonal matrices, that is, χ̄∗
A ≡ inf{χ̄AD : D

∈ D}, also plays an important role in the convergence analysis for our algorithm.
Note that by definition, χ̄∗

A is a scaling-invariant quantity.

2.3. Predictor-corrector step. In this subsection we describe the well-known
predictor-corrector (P-C) iteration which is used by several interior-point algorithms
(see for example Mizuno et al. [9]). We also describe the properties of this iteration
which will be used in our analysis.

The P-C iteration consists of two steps, namely the predictor (or AS) step and
the corrector (or centrality) step. The search direction used by either step from a
current point in (x, y, s) ∈ P++ ×D++ is the solution of the following linear system
of equations

SΔx+XΔs = σμe− xs,
AΔx = 0,(9)

AT Δy + Δs = 0,

where μ = μ(x, s) and σ ∈ � is a prespecified parameter, commonly referred to as the
centrality parameter. When σ = 0, we denote the solution of (9) by (Δxa,Δya,Δsa)
and refer to it as the primal-dual affine scaling direction at w; it is the direction used
in the predictor step of the P-C iteration. When σ = 1, we denote the solution of (9)
by (Δxc,Δyc,Δsc) and refer to it as the corrector direction at w; it is the direction
used in the corrector step of the P-C iteration.

We are now ready to describe the entire predictor-corrector iteration. Suppose
that a constant β ∈ (0, 1/4] and a point w = (x, y, s) ∈ N (β) is given. The P-C
iteration generates another point (x+, y+, s+) ∈ N (β) as follows. It first moves along
the direction (Δxa,Δya,Δsa) until it hits the boundary of the enlarged neighbor-
hood N (2β). More specifically, it computes the point wa = (xa, ya, sa) ≡ (x, y, s) +
αa(Δxa,Δya,Δsa) where

αa ≡ sup {α ∈ [0, 1] : (x, y, s) + α(Δxa,Δya,Δsa) ∈ N (2β)}.(10)
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Next, the P-C iteration generates a point inside the smaller neighborhood N (β) by
taking a unit step along the corrector direction (Δxc,Δyc,Δsc) at the point wa; that
is, it computes the point (x+, y+, s+) ≡ (xa, ya, sa) + (Δxc,Δyc,Δsc) ∈ N (β). The
successive repetition of this iteration leads to the so-called Mizuno–Todd–Ye (MTY)
predictor-corrector algorithm (see [9]).

Our method is very similar to the algorithm of [9] except that it sometimes re-
places the AS step by the trust-region step described in the next subsection. The
insertion of the trust region step in the above MTY predictor-corrector algorithm
guarantees that the modified method has the finite termination property. The trust-
region step is taken only when it yields a point with a smaller duality gap than the
one obtained from the AS step as described above.

In the remaining part of this subsection, we discuss some properties of the P-C
iteration and the primal-dual AS direction. For a proof of the next two propositions,
we refer the reader to [9].

Proposition 2.4 (predictor step). Suppose that w = (x, y, s) ∈ N (β) for some
constant β ∈ (0, 1/2]. Let Δwa = (Δxa,Δya,Δsa) denote the affine scaling direction
at wa and let αa be the step-size computed according to (10). Then the following
statements hold:

(a) the point w+αΔwa has normalized duality gap μ(α) = (1−α)μ for all α ∈ �;
(b) αa ≥

√
β/n and hence μ(αa)/μ ≤ 1−√β/n.

Proposition 2.5 (corrector step). Suppose that w = (x, y, s) ∈ N (2β) for some
constant β ∈ (0, 1/4] and let (Δxc,Δyc,Δsc) denote the corrector step at w. Then,
w+ Δwc ∈ N (β). Moreover, the (normalized) duality gap of w+ Δwc is the same as
that of w.

For the sake of future usage, we mention the following alternative characterization
of the primal-dual AS direction whose verification is straightforward:

Δxa ≡ argminp∈�n

{‖δ(x+ p)‖2 : Ap = 0
}
,(11)

(Δya,Δsa) ≡ argmin(r,q)∈�m×�n

{‖δ−1(s+ q)‖2 : AT r + q = 0
}
,(12)

where δ ≡ δ(w). For a search direction (Δx,Δy,Δs) at a point (x, y, s), the quantity

(Rx(w), Rs(w)) ≡
(
δ(x+ Δx)√

μ
,
δ−1(s+ Δs)√

μ

)

=
(
x1/2s1/2 + δΔx√

μ
,
x1/2s1/2 + δ−1Δs√

μ

)(13)

appears quite often in our analysis. We refer to it as the residual of (Δx,Δy,Δs).
Note that if (Rxa(w), Rsa(w)) is the residual of (Δxa,Δya,Δsa), then

Rxa(w) = − 1√
μ
δ−1Δsa, Rsa(w) = − 1√

μ
δΔxa,(14)

and

Rxa(w) +Rsa(w) =
x1/2s1/2

√
μ

,(15)

due to the fact that (Δxa,Δya,Δsa) satisfies the first equation in (9) with σ = 0. The
following quantity is used in the test to determine when the trust-region step should
be used in place of the AS step:

εa∞(w) ≡ max
i
{min {|Rxa

i (w)| , |Rsai (w)|}} .(16)
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We end this section by providing some estimates involving the residual of the AS
direction.

Lemma 2.6. Suppose that w = (x, y, s) ∈ N (β) for some β ∈ (0, 1/4]. Then, for
all i = 1, . . . , n, we have

max {|Rxa
i (w)|, |Rsai (w)|} ≥

√
1− β
2

≥ 1
4
.

Proof. Assume for a contradiction that for some i ∈ {1, . . . , n}, max{|Rxa
i (w)|,

|Rsai (w)|} < √1− β/2. Then, using (15), we obtain the following contradiction:

x
1/2
i s

1/2
i√
μ

= Rxa
i (w) +Rsai (w) ≤ |Rxa

i (w)| + |Rsai (w)| <
√

1− β ≤ x
1/2
i s

1/2
i√
μ

.

2.4. Trust region step. In this subsection we introduce a new type of search
step, namely, the trust-region (TR) step, and describe some properties about it.

The definition of the TR step is motivated by the following result regarding the
duality gap reduction obtained by moving along a search direction satisfying certain
conditions. This result can be viewed as a generalization of Lemma 4.6 in [14], and
its proof is given in the Appendix.

Lemma 2.7. Let w ∈ N (β) with β ∈ (0, 1/2] and a direction Δw = (Δx,Δy,Δs)
satisfying AΔx = 0 and AT Δy + Δs = 0 be given. Then, for any positive scalar γ
satisfying

(
4
√

2 +
√

2(1 + β)
)
γ ≤ β − 2β2

1 + 2β
(17)

and for any bipartition (B,N) of {1, 2, . . . , n}, the condition

max
{‖δBΔxB‖√

μ
,
‖δ−1

N ΔsN‖√
μ

}
≤ γ(18)

implies that

μ(w + ατΔw)
μ(w)

≤
√

1 + β + γ

2γ
max{‖RxN‖, ‖RsB‖},(19)

where ατ ≡ sup {α ∈ [0, 1] : w + αΔw ∈ N (2β)} and (Rx(w), Rs(w)) is defined in
(13).

A trivial application of Lemma 2.7 is as follows. Let (B,N) be the AS-bipartition
at w, i.e.,

B = B(w) ≡ {i : |Rsa
i (w)| ≤ |Rxa

i (w)|},
N = N(w) ≡ {i : |Rsa

i (w)| > |Rxa
i (w)|}.(20)

and let

εa2(w) := max{‖Rxa
N‖, ‖Rsa

B‖}.(21)

Then, in view of Lemma 2.7 and identity (14), the condition εa2(w) ≤ γ implies that

μ(w + αΔwa)
μ(w)

≤
√

1 + β + γ

2γ
εa2(w),
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showing that the smaller the quantity εa2(w) is, the larger the reduction of the duality
gap will be, as it moves from w along the AS direction Δwa(w).

However, a more interesting application of Lemma 2.7 is towards deriving a new
scaling-invariant search direction, which we refer to as the trust-region direction (see
the definition below). This direction is the one which minimizes the right-hand side
of (19) subject to the condition (18) when (B,N) = (B(w), N(w)). To define this
direction, set (B,N) = (B(w), N(w)) and consider the two subproblems:

minimize ‖δN (xN + ΔxN )‖
subject to ‖δBΔxB‖/√μ ≤ γp

AΔx = 0
(22)

and

minimize ‖δ−1
B (sB + ΔsB)‖

subject to ‖δ−1
N ΔsN‖/√μ ≤ γd

AT Δy + Δs = 0
.(23)

Definition. Given w ∈ N (β) and positive scalars γp and γd, let Δxτ (w; γp)
and (Δyτ (w; γd), Δsτ (w; γd)) denote optimal solutions of subproblems (22) and (23),
respectively. The direction Δwτ (w; γp, γd) ≡ (Δxτ (w; γp),Δyτ (w; γd),Δsτ (w; γd)) is
then referred to as a trust-region direction at w with radius pair (γp, γd).

We now make a few observations regarding the above definition. First, it can
be easily shown that both subproblems (22) and (23) must have optimal solutions
although their optimal solutions are not necessarily unique. We will refer to any pair of
optimal solutions of subproblems (22) and (23) as a trust-region step corresponding to
the triple (w; γp, γd). Second, if εa2(w) ≤ min{γp, γd}, then the quantity ετ

2(w; γp, γd)
defined as

ετ
2(w; γp, γd) := max {‖Rxτ

N (w)‖ , ‖Rsτ
B(w)‖} ,(24)

where (Rxτ (w), Rsτ (w)) denotes the residual pair for the the TR direction Δwτ (w; γp,
γd), satisfies ετ

2(w; γp, γp) ≤ εa2(w). In other words, whenever the AS direction is a
reasonably good direction in the sense that εa2(w) is sufficiently small, then the TR
step is likely to be an even better direction in that it makes the right-hand side
of (19) smaller. Third, even though our definition of a TR step does not uniquely
characterize it, one can easily modify the definition to make it uniquely defined in the
following way. Without loss of generality, we consider only the primal direction, which
previously was defined as an optimal solution of (22). This clearly implies that Δxτ

N

is uniquely defined. Now, minimizing the quantity ‖δBΔxB‖ under the condition that
AΔx = 0 and ΔxN = Δxτ

N uniquely determines the component ΔxB , and hence the
whole primal TR step. We note, however, that our analysis does not require that the
TR step be uniquely determined and in fact works for any pair of optimal solutions
of (22) and (23).

2.5. Main algorithm and the convergence results. In this subsection, we
describe our algorithm, namely, the predictor-corrector trust-region (PC-TR) algo-
rithm, to solve the linear programming problem (1) and (2), and then state the main
result of this paper which guarantees the convergence of the method in a strong sense.
More specifically, this result states that the outer iteration-complexity bound for our
method depends only on n and the scaling-invariant condition number χ̄∗

A.
We start by stating our predictor-corrector trust-region algorithm.



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Copyright © by SIAM. Unauthorized reproduction of this article is prohibited. 

A POLYNOMIAL PC-TR ALGORITHM FOR LP 1927

PC-TR Algorithm:

Let 0 < β ≤ 1/4 and γ > 0 satisfying (17), w0 ∈ N (β) and a scalar ε0
∈ (0, γ/3] be given.

Set μ0 ≡ μ(w0) and k = 0.

1) Set w = wk, compute the AS step Δwa at w and the residual εa2(w) as
defined in (21);

2) If εa2(w) > ε0, then set w ← w + αaΔwa, where αa is defined as in (10)
and go to 6);

3) Otherwise, compute the TR step Δwτ = Δwτ (w; γp, γd), for scalars
γp, γd ∈ [γ/2, 2γ];

4) Let wτ = w + ατ Δwτ , where ατ ≡ sup{α ∈ [0, 1] : w + αΔwτ ∈
N (2β)};

5) If μ(wτ ) < (1 − αa)μ, then set w ← wτ , or else set w ← w + αaΔwa;
6) If μ(w) = 0, then stop;
7) Compute the corrector step Δwc at w and set w← w + Δwc;
8) Set wk+1 = w, increment k by 1 and go to 1).

End
We now make a few comments about the above algorithm. In the main body of the

algorithm, step 2 followed by step 7 is a standard predictor-corrector iteration of the
type described in subsection 2.3. This iteration is always performed in those iterations
for which εa2(w) > ε0(w). In order to save computation time, the TR step is computed
only in those iterations for which the current iterate w satisfies εa2(w) ≤ ε0. In these
iterations, the algorithm performs either a standard predictor-corrector iteration or
a TR-corrector iteration depending on which of the two iterations gives the lower
reduction of the duality gap. This test is performed in step 5 since the term (1−αa)μ
is the normalized duality gap obtained when the AS step is taken (see Proposition
2.4(a)).

For the sake of future reference, we note that (17) and the assumption that
β ∈ (0, 1/4] imply that

γ ≤ 1
20
, ε0 ≤ γ

3
≤ 1

60
.(25)

We refer to an iteration where the TR step is computed as a TR-iteration. The
following result is immediate from Lemma 2.7 and the definition of a TR-iteration.

Proposition 2.8. Let w be an iterate of the PC-TR algorithm and assume that
the next iterate w+ after w is obtained by means of a TR-iteration. Then,

μ(w+)
μ(w)

≤
√

1 + β + γ

2γ
ετ
2(w; γp, γd) ≤

√
1 + β + γ

2γ
εa2(w) ≤

√
1 + β + γ

2γ
ε0 ≤ 1

4
.(26)

Proof. First note that if the iteration from w is a TR-iteration, then we have
εa2(w) ≤ ε0 ≤ γ/3 ≤ min{γp, γd}. The first three inequalities in (26) follow from
Lemma 2.7, the previous observation, and the second observation after (23). More-
over, the last inequality in (26) follows from (25) and the fact that β ≤ 1/4.

We have the following convergence result for the above algorithm.
Theorem 2.9. The PC-TR algorithm described above finds a primal-dual optimal

solution w = (x∗, s∗, y∗) of (1) and (2) in at most O(n3.5 log(χ̄∗
A+n+ε−1

0 )) iterations,
of which O(n3 log(χ̄∗

A + n+ ε−1
0 )/ log ε−1

0 ) are TR-iterations. In particular, if ε−1
0 =

O((n+ χ̄∗
A)κ) for some constant κ > 0, then the total number of iterations is bounded
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by O(n3.5 log(χ̄∗
A + n)). Also, if ε−1

0 = Ω((n + χ̄∗
A)κ) for some constant κ > 0, then

the number of TR-iterations is bounded by O(n3).
Note that the PC-TR algorithm is scaling-invariant; i.e., if the change of variables

(x, y, s) = (Dx̃, ỹ,D−1s̃) for some D ∈ D is performed on the pair of problems (1) and
(2) and the PC-TR algorithm is applied to the new dual pair of scaled problems, then
the sequence of iterates w̃k generated satisfies (xk, yk, sk) = (Dx̃k, ỹk, D−1s̃k) for all
k ≥ 1, as long as the initial iterate w̃0 ∈ N (β) in the w̃-space satisfies (x0, y0, s0) =
(Dx̃0, ỹ0, D−1s̃0). For this reason, the PC-TR algorithm should have an iteration-
complexity bound which does not depend on the scaled space where the sequence of
iterates is generated. Indeed, the iteration-complexity bound stated in Theorem 2.9
is scaling-invariant since the condition number χ̄∗

A is too. It is worth noting that
the PC-TR algorithm is also scaling-invariant with respect to a more strict notion of
scaling invariance described in Tunçel [24], which corresponds to choosing the set D
in the above defintion as the full automorphism group of Rn

+. Note that the latter
set is larger than the set of positive diagonal maps since it contains the permutation
maps, and hence it leads to a stronger notion of scaling invariance.

We note also that, to prove Theorem 2.9, it suffices to show that the the num-
ber of iterations of the PC-TR algorithm applied to (1) and (2) is bounded by
O(n3.5 log(χ̄A + n + ε−1

0 )). Indeed, since in the D-scaled space, the iterates can
also be viewed as being generated by the PC-TR algorithm (started from a different
point), then its complexity is also bounded by

O(n3.5 log(χ̄AD + n+ ε−1
0 )),(27)

and hence by the infimum of (27) over all D ∈ D, that is, by O(n3.5 log(χ̄∗
A+n+ε−1

0 )).
Finally, Theorem 2.9 does not deal with the overall arithmetic complexity of the

PC-TR algorithm. This issue will be dealt with in the next subsection and section 5,
where we discuss the arithmetic complexity involved in the computation of a TR step
for a suitable variant of the PC-TR algorithm. Roughly speaking, we will derive a
bound on the number of arithmetic operations required to compute a TR step which
depends on the ratio between the current duality gap and the initial duality gap. This
implies that the overall arithmetic complexity obtained in this paper for the above
variant of the PC-TR algorithm depends (weakly) on b and c, though its number of
iterations just depends on A as shown in Theorem 2.13.

2.6. Computing the TR step. In this subsection, we present an algorithm to
compute the TR step and derive the arithmetic complexity for the PC-TR algorithm.

For the sake of simplicity, we focus our discussion on the computation of the primal
TR direction. We start by introducing a search direction that is closely related to the
optimal solution of (22). Given a scalar λ > 0 and w ∈ P++ ×D++, consider the
following direction defined as

Δx(λ) := argmin
{‖δN (xN + ΔxN )‖2 + λ‖δBΔxB‖2 : AΔx = 0

}
,(28)

where δ ≡ δ(w) and (B,N) ≡ (B(w), N(w)). Note that this direction is well-defined
in the sense that the above optimization problem has a unique optimal solution. Now,
let ψp : �++ → �+ denote the mapping given by

ψp(λ) ≡ ‖δBΔxB(λ)‖√
μ

,(29)

where μ ≡ μ(w).
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The following technical result can be proved regarding the functions Δx(λ) and
ψp(λ). Note that in the discussion below, we denote the derivatives of Δx(λ) and
ψp(λ) as Δx′(λ) and ψ′

p(λ), respectively.
Lemma 2.10. The following statements hold:
(a) The limits Δx(0) ≡ limλ→0+ Δx(λ) and ψp(0) ≡ limλ→0+ ψp(λ) exist and are

given by

ΔxN (0) = argmin
{‖δN(xN + ΔxN )‖2 : ANΔxN ∈ Im(AB)

}
,(30)

ΔxB(0) = argmin
{‖δBΔxB‖2 : ABΔxB = −ANΔxN (0)

}
,(31)

ψp(0) = ‖δBΔxB(0)‖/√μ.(32)

(b) The limit Δx′B(0) ≡ limλ→0+ Δx′B(λ) exists. Moreover, if ψp(0) �= 0, then
ψ′

p(0) ≡ limλ→0+ ψ′
p(λ) also exists;

(c) If ψp(0) �= 0, then the function ψp(·) is strictly convex, strictly decreasing,
and limλ→∞ ψp(λ) = 0; otherwise, if ψp(0) = 0, then the function ψp(·) is
identically zero.

(d) If 0 < λ1 ≤ λ2, then ψp(λ1)/ψp(λ2) ≤ λ2/λ1 (with the convention that
0/0 = 0).

We note that, in view of Lemma 2.10, the functions Δx(λ) and ψp(λ) can be
extended to λ = 0 and their extensions are continuously differentiable at λ = 0. The
following result relates the direction Δx(λ) above to the primal TR direction, i.e., the
optimal solutions of (22).

Lemma 2.11. The following statements hold:
(a) For any λ > 0, Δx(λ) is an optimal solution of (22) with γp = ψp(λ);
(b) Δx(0) is an optimal solution of (22) for any γp ≥ ψp(0).
Proof. (a) Using the fact that Δx(λ) satisfies the optimality conditions for (28),

we easily see that it also satisfies the optimality conditions, and hence is an optimal
solution, of (22) with γp = ψp(λ).

(b) In view of Lemma 2.10, we can pass the optimality conditions of (28) to the
limit as λ ↓ 0 to conclude that AΔx(0) = 0 and δ2N (xN + ΔxN (0)) ∈ Im(AT ). This
together with (29) and the assumption that γp ≥ ψp(0) imply that Δx(0) satisfies the
optimality conditions, and hence is an optimal solution, of (22).

Using the above results, the primal TR direction required by the algorithm can be
computed as follows. Recall that the goal is to find an optimal solution of (22) for some
γp ∈ [γ/2, 2γ]. We start by computing Δx(0) and then ψp(0). If ψp(0) ≤ 2γ, then by
Lemma 2.11(b), we conclude that Δx(0) is an optimal solution of (22) with γp = 2γ,
and hence can be chosen as the required TR direction. Otherwise, if ψp(0) > 2γ, we
search for some λp > 0 such that

γ/2 ≤ ψp(λp) ≤ 2γ,(33)

which always exists in view of Lemma 2.10(c) and the fact that ψp(0) > 2γ.
Now, to find some λp > 0 satisfying (33), it suffices to determine 0 < λl ≤ λu

such that

ψp(λl) ≥ γ ≥ ψp(λu),(34)
λu/λl ≤ 2.(35)

In such a case, any scalar λp ∈ [λl, λu] satisfies (33). Indeed, by Lemma 2.10(d), we
have

γ

2
≤ λl

λu
γ ≤ λl

λp
ψp(λl) ≤ ψp(λp) ≤ λu

λp
ψp(λu) ≤ λu

λl
γ ≤ 2γ.
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Assuming that initial λl and λu satisfying (34) are given, a standard bisection proce-
dure on the (log λ)-space can then be used to determine scalars λl and λu satisfying
both (34) and (35). An iteration of this bisection scheme updates λl or λu as follows.
First, compute λ̃ such that log λ̃ = (logλl + logλu)/2, that is λ̃ = (λlλu)1/2. Second,
if ψp(λ̃) > γ, λl is updated to λ̃; otherwise λu is updated to λ̃. It is clear that each it-
eration of this bisection scheme always preserves condition (34) and halves the length
of the interval [logλl, logλu]. Hence, it eventually finds a pair (λl, λu) satisfying (34)
and (35) in O(log(log(λu/λl))) bisection iterations, where λl and λu are the initial
values of these scalars at the start of the procedure.

It remains to describe how to choose initial scalars 0 < λl ≤ λu such that (34)
holds. We first focus our attention on the description of λl. Since ψp(λ) is convex,
we have ψp(λ) ≥ ψp(0) + ψ′

p(0)λ for every λ > 0. Hence, choosing λl to be the root
of the linear equation ψp(0) + ψ′

p(0)λ = γ, i.e.,

λl =
ψp(0)− γ
|ψ′

p(0)| ,

we conclude that ψp(λl) ≥ γ.
The following lemma provides the needed information to obtain a lower bound on

λl. We observe that, in spite of the notation, the quantities ψp(0) and ψ′
p(0) depend

on the point w ∈ P++ ×D++.
Lemma 2.12. Let w0 denote the initial iterate of the PC-TR algorithm and set

μ0 = μ(w0). Then, for any w ∈ N (β) such that μ := μ(w) ≤ μ0, we have

ψp(0)
|ψ′

p(0)| ≥
(1− β)8μ2

n4(1 + β)4μ2
0 χ̄

2
Aδ−1

0

.(36)

Using the above result, a lower bound on λl can be obtained by observing that,
under the assumption that ψp(0) ≥ 2γ, we have

λl =
ψp(0)− γ
|ψ′

p(0)| ≥
ψp(0)

2 |ψ′
p(0)| ≥

(1− β)8μ2

2n4 (1 + β)4μ2
0 χ̄

2
Aδ−1

0

.(37)

We now discuss how to choose the initial scalar λu satisfying (34). In contrast
to the choice of λl, there is no clear way of choosing λu for an arbitrary curve ψp(λ).
Fortunately, the PC-TR algorithm stated in the previous subsection can be slightly
modified so as to compute the TR step only when the condition ψp(1) ≤ γ (in addition
to the previously required condition that εa2(w) > ε0) is satisfied. Hence, we may
always choose the initial λu to be 1. In view of our discussion above, we conclude
that the computation of a TR step in this variant of the PC-TR algorithm requires
O (log logλ−1

l

)
bisection steps, which is bounded by

O
[
log
(

log χ̄Aδ−1
0

+ log
μ0

μ

)]
(38)

bisection steps, in view of (37).
We will now precisely discuss the variant of the PC-TR algorithm mentioned in

the previous paragraph. First, we mention that the whole discussion of this subsection
up to this point also applies to the computation of the dual TR direction, with the
dual auxiliary direction

(Δy(λ),Δs(λ)) := argmin{‖δ−1
B (sB + ΔsB)‖2
+ λ‖δ−1

N ΔsN‖2 : AT Δy + Δs = 0}(39)
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replacing Δx(λ) and the dual curve

ψd(λ) ≡ ‖δ
−1
N ΔsN (λ)‖√

μ
(40)

replacing ψp(λ). We then have the following convergence result about a certain variant
of the PC-TR algorithm.

Theorem 2.13. Consider the variant of the PC-TR algorithm where step 2) is
replaced by the following step:

2’) If εa2(w) > ε0 and max{ψp(1), ψd(1)} > γ/18, then set w ← w + αaΔwa,
where αa is defined as in (10) and go to 6);

Then, the conclusions of Theorem 2.9 also hold for the resulting variant of the PC-TR
algorithm.

We will now briefly discuss the arithmetic complexity of the above variant. We
will see later in section 4 that the bisection procedure to compute a TR step takes

T (μ;w0) ≡ O
[
n3 + n log

(
log χ̄Aδ−1

0
+ log(μ0/μ)

)]
(41)

arithmetic operations, since the procedure requires O[log(log χ̄Aδ−1
0

+log(μ0/μ))] eval-
uations of the curves ψp(λ) and ψd(λ) with the first evaluation of either curve tak-
ing O(n3) arithmetic operations and subsequent ones taking only O(n) arithmetic
operations.

The above observation together with Theorem 2.13 yields the following arithmetic
complexity result for the above PC-TR variant.

Theorem 2.14. The number of arithmetic operations performed by the variant of
the PC-TR algorithm stated in Theorem 2.13 to find an iterate w such that μ(w) ≤ μf

is bounded by

O
[
n3 log(χ̄∗

A + n+ ε−1
0 )

log ε−1
0

T (μf , w0) + n6.5 log(χ̄∗
A + n+ ε−1

0 )
]
,

where T (·, ·) is defined in (41). In particular, if ε−1
0 = Θ((n+ χ̄∗

A)κ) for some κ > 0,
the above arithmetic complexity bound reduces to

O
[
n6.5 log(χ̄∗

A + n) + n4 log
(
log χ̄Aδ−1

0
+ log(μ0/μf )

)]
.

3. Basic tools. In this section we introduce the basic tools that will be used in
the proof of Theorem 2.9. The analysis heavily relies on the notion of layered least
squares(LLS) directions and crossover events due to Vavasis and Ye [28]. Subsection
3.1 below gives the definition of a crossover event which is slightly different than the
one used in [28] and discusses some of its properties. Subsection 3.2 defines the layered
least squares directions that will be used in the complexity analysis and also states
an approximation result that provides an estimation of the closeness between the LLS
direction with respect to a partition J of {1, . . . , n} and the AS direction. Subsection
3.3 reviews from a different perspective an important result from [28], namely Lemma
17 of [28], that essentially guarantees the occurrence of crossover events. Since this
result is stated in terms of the residual of an LLS step, the use of the approximation
result of subsection 3.2 between the AS and LLS steps allows us to obtain a similar
result stated in terms of the residual of the AS direction.
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3.1. Crossover events. In this subsection we discuss the notion of crossover
event which plays a fundamental role in our convergence analysis.

Definition. For two indices i, j ∈ {1, . . . , n} and a constant C ≥ 1, a C-crossover
event for the pair (i, j) is said to occur on the interval (ν′, ν] if

there exists ν0 ∈ (ν′, ν] such that
sj(ν0)
si(ν0)

≤ C,

and,
sj(ν̃)
si(ν̃)

> C for all ν̃ ≤ ν′.
(42)

Moreover, the interval (ν′, ν] is said to contain a C-crossover event if (42) holds for
some pair (i, j).

Hence, the notion of a crossover event is independent of any algorithm and is a
property of the central path only. Note that in view of (3), condition (42) can be
reformulated into an equivalent condition involving only the primal variable. For our
purposes, we will use only (42).

We have the following simple but crucial result about crossover events.
Proposition 3.1. Let C > 0 be a given constant. There can be at most n(n−1)/2

disjoint intervals of the form (ν′, ν] containing C-crossover events.
The notion of C-crossover events can be used to define the notion of C-crossover

events between two iterates of the PC-TR algorithm as follows. We say that a C-
crossover event occurs between two iterates wk and wl, k < l, generated by the
PC-TR algorithm if the interval (μ(wl), μ(wk)] contains a C-crossover event. Note
that in view of Proposition 3.1, there can be at most n(n−1)/2 intervals of this type.
We will show in the remaining part of this paper that there exists a constant C > 0
with the following property: for any index k, there exists an index l > k such that
l− k = O(n1.5 log(χ̄A +n+ ε−1

0 )) and a C-crossover event occurs between the iterates
wk and wl of the PC-TR algorithm. Proposition 3.1 and a simple argument then
show that the PC-TR algorithm must terminate within O(n3.5 log(χ̄A + n + ε−1

0 ))
iterations.

3.2. The layered least squares step. In this subsection we describe another
type of direction, namely the layered least squares (LLS) step, which is very important
in the analysis of our algorithm. This step was first introduced by Vavasis and Ye
in [28]. We also describe two ordered partitions of the index set {1, . . . , n} that are
crucial in the definition of the LLS directions.

Let w = (x, y, s) ∈ P++ ×D++ and a partition (J1, . . . , Jp) of the index set
{1, . . . , n} be given and define δ ≡ δ(w). The primal LLS direction Δxll = (Δxll

J1
, . . . ,

Δxll
Jp

) at w with the respect to J is defined recursively according to the order
Δxll

Jp
, . . . ,Δxll

J1
as follows. Assume that the components Δxll

Jp
, . . . ,Δxll

Jk+1
have been

determined. Let ΠJk
: �n → �Jk denote the projection map defined as ΠJk

(u) = uJk

for all u ∈ �n. Then Δxll
Jk
≡ ΠJk

(Lx
k) where Lx

k is given by

Lx
k ≡ Argminu∈�n

{‖δJk
(xJk

+ uJk
)‖2 : u ∈ Lx

k−1

}
= Argminu∈�n

{
‖δJk

(xJk
+ uJk

)‖2 : u ∈ Ker(A),

uJi = Δxll
Ji

for all i = k + 1, . . . , p
}
,

(43)

with the convention that Lx
0 = Ker(A). The slack component Δsll = (ΔsllJ1

, . . . ,ΔsllJp
)

of the dual LLS direction (Δyll,Δsll) at w with the respect to J is defined recursively
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as follows. Assume that the components ΔsllJ1
, . . . ,ΔsllJk−1

have been determined.
Then ΔsllJk

≡ ΠJk
(Ls

k) where Ls
k is given by

Ls
k ≡ Argminv∈�n

{‖δ−1
Jk

(sJk
+ vJk

)‖2 : v ∈ Ls
k−1

}
= Argminv∈�n

{
‖δ−1

Jk
(sJk

+ vJk
)‖2 : v ∈ Im(AT ),

vJi = ΔsllJi
for all i = 1, . . . , k − 1

}
,

(44)

with the convention that Ls
0 = Im(AT ). Finally, once Δsll has been determined, the

component Δyll is determined from the relation AT Δyll + Δsll = 0.
Note that (11) and (12) imply that the AS direction is a special LLS direction,

namely the one with respect to the only partition in which p = 1. Clearly, the LLS
direction at a given w ∈ P++ ×D++ depends on the partition J = (J1, . . . , Jp) used.

A partition J = (J1, . . . , Jp) of {1, . . . , n} is said to be ordered with respect to a
fixed vector z ∈ �n

++ if max(zJi) ≤ min(zJi+1) for all i = 1, . . . , p− 1. In such a case,
we define the gap of J with respect to z as

gap(z, J) := min
1≤i≤p−1

{
min(zJi+1)
max(zJi)

}
≥ 1,

with the convention that gap(z, J) =∞ if p = 1. We say that a partition J is ordered
at w ∈ P++ ×D++ if it is ordered with respect to z = δ(w), in which case we denote
the quantity gap(δ(w), J) simply by gap(w, J). For partition J = (J1, . . . , Jp) and a
point w ∈ P++ ×D++, the spread of the layer Jk with respect to w is defined as

spr(w, Jk) ≡ max(δJk
(w))

min(δJk
(w))

, ∀k = 1, . . . , p.

We now state how the AS direction can be well approximated by suitable LLS
steps. Lemma 3.2, whose proof can be found in [14], essentially states that the larger
the gap of J is, the closer the AS direction and the LLS direction with respect to J
will be to one another.

Lemma 3.2. Let w = (x, y, s) ∈ P++ ×D++ and an ordered partition J =
(J1, . . . , Jp) at w be given. Define δ ≡ δ(w) and let Δwa = (Δxa,Δya,Δsa) and
Δwll = (Δxll,Δyll,Δsll) denote the AS direction at w and the LLS direction at w
with respect to J , respectively. If gap(w, J) ≥ 4 p χ̄A, then

max
{ ∥∥∥Rxa(w) −Rxll(w)

∥∥∥
∞
,
∥∥∥Rsa(w) −Rsll(w)

∥∥∥
∞

}
≤ 12

√
n χ̄A

gap(w, J)
,

where (Rxa(w), Rsa(w)) and (Rxll(w), Rsll(w)) denote the residual pairs for the AS
direction Δwa and the LLS direction Δwll, respectively.

In the remainder of this subsection, we describe the two important LLS directions
in the analysis of our algorithm that differs in the definition of ordered partitions. The
first ordered partition is due to Vavasis and Ye [28]. Given a point w ∈ P++ ×D++

and a parameter ḡ ≥ 1, this partition, which we refer to as the V Y partition, is defined
as follows. Let (i1, . . . , in) be an ordering of {1, . . . , n} such that δi1 ≤ . . . ≤ δin , where
δ = δ(w). For k = 2, . . . , n, let rk ≡ δik

/δik−1 and define r1 ≡ ∞. Let k1 < . . . < kp

be all the indices k such that rk > ḡ. The VY ḡ-partition J is then defined as
J = (J1, . . . , Jp), where Jq ≡ {ikq , ikq+1, . . . , ikq+1−1} for all q = 1, . . . , p. More
generally, given a subset I ⊂ {1, . . . , n}, we can similarly define the VY ḡ-partition of
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I at w by taking an ordering (i1, . . . , im) of I satisfying δi1 ≤ . . . ≤ δim where m = |I|,
defining the ratios r1, . . . , rm as above, and proceeding exactly as in the construction
above to obtain the partition J = (J1, . . . , Jp) of I.

It is easy to see that the following result holds for the partition J described in
the previous paragraph.

Proposition 3.3. Given a subset I ⊆ {1, . . . , n}, a point w ∈ P++ ×D++, and
a constant ḡ ≥ 1, the VY ḡ-partition J = (J1, . . . , Jp) of I at w satisfies gap(w, J) > ḡ
and spr(w, Jq) ≤ ḡ|Jq| ≤ ḡn for all q = 1, . . . , p.

The second-ordered partition, which is used heavily in our analysis, was intro-
duced by Monteiro and Tsuchiya [14]. Given a point w ∈ P++ ×D++. First,
we compute the bipartition (B,N) of {1, . . . , n} according to (20). Next, an or-
der (i1, . . . , in) of the index variables is chosen such that δi1 ≤ . . . ≤ δin . Then,
the first block of consecutive indices in the n-tuple (i1, . . . , in) lying in the same
set B or N are placed in the first layer J1, the next block of consecutive indices
lying in the other set is placed in J2, and so on. As an example assume that
(i1, i2, i3, i4, i5, i6, i7) ∈ B×B×N×B×B×N×N . In this case, we have J1 = {i1, i2},
J2 = {i3}, J3 = {i4, i5}, and J4 = {i6, i7}. A partition obtained according to the
above construction is clearly ordered at w. We refer to it as an ordered AS-partition,
and denote it by J = J (w).

Note that an ordered AS-partition is not uniquely determined since there can be
more than one n-tuple (i1, . . . , in) satisfying δi1 ≤ . . . ≤ δin . This situation happens
exactly when there are two or more indices i with the same value for δi. If these tying
indices do not all belong to the same set B or N , then there will be more than one
way to generate an ordered AS-partition J .

We say that the bipartition (B,N) is regular if there do not exist i ∈ B and
j ∈ N such that δi = δj . Observe that there exists a unique ordered AS-partition if
and only if (B,N) is regular. When (B,N) is not regular, our algorithm avoids the
computation of an ordered AS-partition and hence of any LLS direction with respect
to such a partition.

3.3. Relation between crossover events, the AS step, and the LLS step.
In this subsection, we state some variants of Lemma 17 of Vavasis and Ye [28]. Specif-
ically, we present two estimates on the number of iterations needed to guarantee the
occurrence of a crossover event. While the first estimate essentially depends on the
size of the residual of the LLS step and the step-size at the initial iterate, the second
one depends only on the size of the residual of the AS direction at the initial iterate.
Lemma 3.4 is a restatement of Lemma 17 of of Vavasis and Ye [28]. Its proof can be
found in Lemma 3.4 of Monteiro and Tsuchiya [14].

Lemma 3.4. Let w = (x, y, s) ∈ N (β) for some β ∈ (0, 1) and an ordered partition
J = (J1, . . . , Jp) at w be given. Let δ ≡ δ(w), μ = μ(w), and (Rxll(w), Rsll(w)) denote
the residual of the LLS direction (Δxll,Δyll,Δsll) at w with respect to J . Then, for
any q = 1, . . . , p and any constant

Cq ≥ (1 + β) spr(w, Jq)/(1− β)2

and for any μ′ ∈ (0, μ) such that

μ′

μ
≤ ‖Rx

ll
Jq

(w)‖∞‖RsllJq
(w)‖∞

n3C2
q χ̄

2
A

,

the interval (μ′, μ] contains a Cq-crossover event.
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The following lemma is the immediate consequence of Lemma 3.4 and an adaption
from Lemma 3.5 of Monteiro and Tsuchiya [14].

Lemma 3.5. Let w = (x, y, s) ∈ N (β) for some β ∈ (0, 1/4] and an ordered
partition J = (J1, . . . , Jp) at w be given. Define δ ≡ δ(w) and μ = μ(w), and
let (Rxll(w), Rsll(w)) denote the residual of the LLS direction (Δxll,Δyll,Δsll) at w
with respect to J . Then, for every q ∈ {1, . . . , p} and every

Cq ≥ (1 + β)spr(w, Jq)/(1 − β)2,(45)

the following statements hold:
(a) the PC-TR algorithm (or its variant) started from the point w will generate

an iterate ŵ with a Cq-crossover event occurring between w and ŵ in O(
√
nΦ)

iterations, where

Φ ≡ log(χ̄A + n) + log Cq + log

(
μ+/μ

‖Rxll
Jq

(w)‖∞‖RsllJq
(w)‖∞

)
(46)

and μ+ is the normalized duality gap attained immediately after the first iter-
ation. Moreover, steps 3 through 5 of the PC-TR algorithm (or its variant),
and hence computation of the TR step, is performed in only

O(Φ/ log(ε−1
0 ))(47)

of these iterations.
(b) if, in addition,

gap(w, J) ≥ max

{
4nχ̄A ,

24
√
nχ̄A

εaJq

}
(48)

where εaJq
≡ min

{
‖Rxa

Jq
(w)‖∞ , ‖RsaJq

(w)‖∞
}
, then

Φ = O
(
log(χ̄A + n) + log Cq + log(εaJq

)−1
)
.(49)

Proof. The proofs of the first part of statement (a) and the whole statement
(b) are given in Lemma 3.5 of [14]. It remains to prove the latter part of statement
(a). We refer to an iteration of the PC-TR algorithm as a TR-iteration whenever the
TR direction is computed. Let N0 be the number of TR-iterations performed before
reaching the first iterate ŵ such that a Cq-crossover event occurs between w and ŵ.
We will show that N0 is bounded by (47). Indeed, let w̃ denote the iterate obtained
immediately after the (N0−1)-th TR-iteration. Then, in view of Lemma 3.4, we have

μ(w̃)
μ(w)

>
‖Rxll

Jq
(w)‖∞‖RsllJq

(w)‖∞
n3C2

q χ̄
2
A

.(50)

Since the duality gap is reduced by a factor of μ+/μ in the first iteration, and by a
factor of at least

(
(
√

1 + β + γ)/(2γ)
)
ε0 in subsequent TR-iterations, due to relation

(26), we conclude that

log
(
μ+

μ

)
+ (N0 − 2) log

(√
1 + β + γ

2γ
ε0

)
≥ log

μ(w̃)
μ(w)

> log

[
‖Rxll

Jq
(w)‖∞‖RsllJq

(w)‖∞
n3C2

q χ̄
2
A

]
,

which clearly implies that N0 is bounded by (47).
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4. Convergence analysis of the PC-TR algorithm. In this section, we will
provide the proofs of Theorems 2.9 and 2.13.

Lemma 3.5 gives a good idea of the effort that will be undertaken in this sec-
tion, namely, to show that there exists a universal constant C = C(ε0) > 0 with
the property that, for each iterate w of the PC-TR algorithm, or its variant, there
exists an ordered partition J = (J1, . . . , Jp) and an index q = 1, . . . , p such that
C ≥ (1 + β)spr(w, Jq)/(1 − β)2 and the quantity Φ defined in (46) with Cq = C
is bounded by O(n log(χ̄A + n + ε−1

0 )). In view of Lemma 3.5(a), we would then
conclude that a C-crossover event occurs every time O(n1.5 log(χ̄A + n + ε−1

0 )) it-
erations of the PC-TR algorithm is performed. Proposition 3.1 together with the
previous fact would then imply that the PC-TR algorithm, or its variant, terminates
in O(n3.5 log(χ̄A + n+ ε−1

0 )) iterations.
We start by introducing the aforementioned constant C = C(ε0) and another

global constant used in this section. Let

ḡ(ε0) ≡ 24nχ̄A

ε0
, C(ε0) ≡ (1 + β)

(1 − β)2
[ḡ(ε0)]n.(51)

The proof of the above claim will be broken into three cases, namely: (i) εa2(w) ≥
ε0; (ii) gap(w,J ) ≤ ḡ(ε0); and (iii) gap(w,J ) ≥ ḡ(ε0) and εa2(w) ≤ ε0, where εa2(w)
is given by (21), J is the AS-partition at w, and gap(w,J ) is defined in subsection
3.2. The first result below considers the case (i).

Lemma 4.1. Suppose that w ∈ N (β) for some β ∈ (0, 1/4] and that εa2(w) ≥ ε0 for
some constant ε0 > 0. Then PC-TR algorithm, or its variant, started from the point
w will generate an iterate ŵ with a C(ε0)-crossover event occurring between w and ŵ
in O(n1.5 log(χ̄A +n+ ε−1

0 )) iterations, of which O(n log(χ̄A + n+ ε−1
0 )/ log ε−1

0 ) are
TR-iterations.

Proof. The assumption that εa2(w) ≥ ε0 implies εa∞(w) ≥ ε0/
√
n, and hence, in

view of definition (16), there exists an index i = 1, . . . , n such that min{|Rxa
i (w)|, |Rsai

(w)|} ≥ ε0/√n. Now let J = (J1, . . . , Jp) be a VY ḡ(ε0)-partition at w and let Jq be
the layer containing the index i above. Clearly, we have

εaJq
≡ min

{
‖Rxa

Jq
(w)‖∞, ‖RsaJq

(w)‖∞
}
≥ ε0/

√
n.(52)

Using the above inequality, the fact that gap(w, J) ≥ ḡ(ε0) and (51), we easily see that
(48) holds. Since by Proposition 3.3 the spread of every layer of a VY ḡ(ε0)-partition
at w is bounded above by ḡ(ε0)n, we conclude that spr(w, Jq) ≤ ḡn, and hence that
the constant C(ε0) defined in (51) satisfies (45) with Cq = C(ε0). We then conclude
from Lemma 3.5(b) that Φ = O(n1.5 log(χ̄A +n+ ε−1

0 )) in view of (52), (51), and the
fact that log(Cq) = O(n log ḡ(ε0)) = O(n log(χ̄A + n + ε−1

0 )). The conclusion of the
lemma now follows from the previous observation and Lemma 3.5(a).

The next result takes care of case (ii), namely the case in which gap(w,J ) ≤ ḡ(ε0).
Lemma 4.2. Suppose that w ∈ N (β) for some β ∈ (0, 1/4]. Let ḡ(ε0) and

C(ε0) be the constants defined in (51). Let J = (J1, . . . ,Jr) be an ordered AS-
partition at w and assume that gap(w,J ) ≤ ḡ(ε0). Then, the PC-TR algorithm, or
its variant, started from the point w will generate an iterate ŵ with a C(ε0)-crossover
event occurring between w and ŵ in O(n1.5 log(χ̄A + n + ε−1

0 )) iterations, of which
O(n log(χ̄A + n+ ε−1

0 )/ log ε−1
0 ) are TR-iterations.

Proof. Assume that gap(w,J ) ≤ ḡ(ε0) and let J = (J1, . . . , Jp) be a VY ḡ(ε0)-
partition at w. Using the assumption that gap(w,J ) ≤ ḡ(ε0), it is easy to see that
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there exist two indices i, j of different types, say i ∈ B(w) and j ∈ N(w), both lying
in some layer Jq of J . By Lemma 2.6 and the definition of (B(w), N(w)) given in
(20), it follows that |Rxa

i (w)| ≥ 1/4 and |Rsaj(w)| ≥ 1/4, and hence that

εaJq
≡ min

{
‖Rxa

Jq
(w)‖∞ , ‖RsaJq

(w)‖∞
}
≥ 1

4
.(53)

Using this inequality and the fact that gap(w, J) ≥ ḡ(ε0) ≥ 96χ̄An, where the last
inequality is due to (51) and (25), we easily see that (48) holds. Since by Proposition
3.3 the spread of every layer of a VY ḡ(ε0)–partition at w is bounded above by ḡ(ε0)n,
we conclude that spr(w, Jq) ≤ ḡn, and hence that (45) holds with Cq = C(ε0) in view
of (51). The result now follows from Lemma 3.5 by noting that the quantity Φ in
(49) with Cq = C(ε0) is bounded by O(n1.5 log(χ̄A + n + ε−1

0 )) in view of (51) and
(53).

From now on, we consider case (iii), namely the case in which gap(w,J ) ≥ ḡ(ε0)
and εa2(w) ≤ ε0.

We start by stating a technical result whose proof is given in Lemma 4.3 of [14]
and holds for any ḡ(ε0) ≥ 96nχ̄A, hence for our specific choice of ḡ(ε0) given in (51),
in view of (25).

Lemma 4.3. Suppose that w ∈ N (β) for some β ∈ (0, 1/4]. Let ḡ(ε0) and C(ε0)
be the constants defined in (51). Let J = (J1, . . . ,Jr) denote the AS-partition at w
and assume that gap(w,J ) ≥ ḡ(ε0). Let (Rxl(w), Rsl(w)) denote the residual of the
LLS direction at w with respect to J . Let

Φ̂ ≡ n log
(
χ̄A + n+ ε−1

0

)
+ log

(
μ+/μ

εl∞(w)

)
,(54)

μ+ is the normalized duality gap attained immediately after the first iteration,

εl∞(w) ≡ max
{∥∥∥Rxl

N (w)
∥∥∥
∞
,
∥∥∥RslB(w)

∥∥∥
∞

}
(55)

and (B,N) ≡ (B(w), N(w)). Then, the PC-TR algorithm started from the point w
will generate an iterate ŵ with a C(ε0)-crossover event occurring between w and ŵ in
O(
√
n Φ̂) iterations, of which O(Φ̂/ log ε−1

0 ) are TR-iterations.
Our goal now will be to estimate, under the conditions of case (iii), the second

logarithm that appears in the iteration-complexity bound (54). In this estimation
procedure, it is important to show that the first iteration from w is a TR-iteration.
This will always be the case for the PC-TR algorithm since a TR-iteration occurs in
this algorithm if and only if εa2(w) ≤ ε0 and case (iii) assumes this condition. On
the other hand, for the variant, TR-iteration occurs if and only if, in addition to
εa2(w) ≤ ε0, we also have max{ψp(1), ψd(1)} ≤ γ, where the curves ψp(·) and ψd(·)
are defined in (29) and (40). The next two results show that the latter condition also
holds under case (iii).

Given F ∈ �m×n, h ∈ �m, and a scaling vector z ∈ �n
++, consider the projection

p0 ∈ �n given by

p0 ≡ argminp∈�n

{‖h− p‖2 : FZp = 0
}
,(56)

where Z ≡ Diag(z). For a given ordered partition J = (J1, . . . , Jl), Lemma 4.4 shows
that if gap(z, J) is large, then the projection matrix onto Ker(F Diag(z)) can be well
approximated by a block diagonal matrix where each block is a projection matrix
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associated with some layer Jk of J . This fact was first established in [23] and an
alternative proof can be found in [13]. The proof of a slightly stronger version of the
variant stated below can be found in [16].

Lemma 4.4. Let F ∈ �m×n, h ∈ �m, z ∈ �n
++, and an ordered partition

J = (J1, . . . , Jl) of {1, . . . , n} with respect to z be given. Define p0 ∈ �n as in (56)
and p̃0 ∈ �n as

p̃0
Jk
≡ argminp̃Jk

∈�Jk

{ ‖p̃Jk
− hJk

‖2 : FJk
ZJk

p̃Jk
∈ Im(FJ̄k

)
}
,(57)

for every k = 1, . . . , l, where J̄k ≡ Jk+1 ∪ . . . ∪ Jl. Then,

‖p0 − p̃0‖∞ ≤ K(3 + 2K)‖h‖,(58)

where K ≡ χ̄F /gap(z, J).
Using this approximation result, we are now able to prove the result mentioned

just after Lemma 4.3.
Lemma 4.5. Assume that w ∈ P++ ×D++ and that gap(w,J ) ≥ ḡ(ε0) for

some ε0 ∈ (0, 12n], where J = (J1, . . . ,Jr) denotes the ordered AS-partition at
w. Then, the curves ψp(·) and ψd(·) defined in (29) and (40), respectively, satisfy
max{ψp(1), ψd(1)} ≤ ε0/6.

Proof. We will show only the inequality ψp(1) ≤ ε0/6. The proof of the inequality
ψd(1) ≤ ε0/6 is similar. Consider the projections p0 and p̃0 defined in Lemma 4.4 with
F = A, h = (hB, hN ) ≡ (0, δNxN ), z = δ−1, and J = (Jr , . . . ,J1), where δ ≡ δ(w). It
is easy to see that the constant K of Lemma 4.4 is exactly equal to χ̄A/gap(w,J ). It
then follows from relation (51) and the assumptions gap(w,J ) ≥ ḡ(ε0) and ε0 ≤ 12n
that K ≤ ε0/(24n) ≤ 1/2. Using these two inequalities, the conclusion of Lemma 4.4
and the fact that ‖h‖ ≤ ‖δx‖ =

√
xT s =

√
nμ, we then obtain

1√
μ
‖p0

B − p̃0
B‖ ≤

√
n√
μ
‖p0

B − p̃0
B‖∞ ≤ nK(3 + 2K) ≤ 4nK ≤ ε0/6.(59)

Moreover, definition (28) clearly implies that p0 = δΔx(1), where we recall that Δx(1)
is the optimal solution of (28) with λp = 1. Using the fact that hJk

= 0 for every
Jk ⊂ B and the definition (57), we easily see that p̃0

Jk
= 0 for every Jk ⊂ B and hence

that p̃0
B = 0. The last two observations together with (59) and (29) then imply that

ψp(1) =
1√
μ
‖δBΔxB(1)‖ =

1√
μ
‖p0

B‖ =
1√
μ
‖p0

B − p̃0
B‖ ≤ ε0/6.

The following result follows an immediate consequence of Lemma 4.5.
Lemma 4.6. Assume that w is an iterate of the PC-TR variant such that εa2(w) ≤

ε0 and gap(w,J ) ≥ ḡ(ε0). Then, the iteration of the PC-TR variant from w is a TR-
iteration.

Proof. In view of Lemma 4.5 and the assumptions that gap(w,J ) ≥ ḡ(ε0) and
ε0 ≤ γ/3, we conclude that max{ψp(1), ψd(1)} ≤ γ/18. This inequality, together with
the assumption εa2(w) ≤ ε0, implies that the iteration of the PC-TR variant from w
is a TR-iteration (see the statement of Theorem 2.13).

When a TR-iteration is performed, it follows from relation (26) that the duality
gap is reduced by a factor bounded by O(ετ

2(w; γp, γd)). The following result shows
that this factor is indeed O(

√
nεl∞(w)), where εl∞(w) is defined in (55), thereby giving

the necessary means to bound the second logarithm which appears in (54).
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Lemma 4.7. Suppose that w ∈ P++ ×D++ is such that εa2(w) ≤ ε0. Let Δwl =
(Δxl,Δyl,Δsl) denote the LLS direction at w with respect to the AS-partition J =
(J1, . . . ,Jr) and assume that gap(J ) ≥ ḡ(ε0). Then, we have

max

{
‖δBΔxl

B‖√
μ

,
‖δ−1

N Δsl
N‖√

μ

}
≤ 3ε0

2
.(60)

Moreover, if in addition ε0 ≤ γ/3, then

ετ
2(w; γp, γd) ≤

√
nεl∞(w)(61)

for any γp, γd ≥ γ/2, where εl∞(w) and ετ
2(w; γp, γd) are defined in (55) and (24),

respectively.
Proof. Clearly, by definitions (9) and (43) we have AΔxl = 0. Moreover, from

the triangle inequality for norms, Theorem 3.2, relations (14), (21) and (51) and the
assumptions that gap(w,J ) ≥ ḡ(ε0) and εa2(w) ≤ ε0, we conclude that

‖δBΔxl
B‖√

μ
≤ ‖δBΔxa

B‖√
μ

+
‖δB(Δxl

B −Δxa
B)‖√

μ
≤ ‖Rsa

B‖+
√
n ‖Rxl −Rxa‖∞

≤ εa2(w) +
12nχ̄A

gap(w,J )
≤ ε0 +

12nχ̄A

ḡ(ε0)
≤ ε0 +

ε0
2
≤ 3ε0

2
.

In a similar manner, we can also show that ‖δ−1
N Δsl

N‖/
√
μ ≤ 3ε0/2, showing that

(60) holds.
Assume now that ε0 ≤ γ/3 also holds. In view of (60), it follows that Δxl

B and
Δsl

N are feasible for subproblems (22) and (23), respectively, whenever γp, γd ≥ γ/2.
Hence, we conclude that ‖Rxτ

N‖ ≤ ‖Rxl
N‖ and ‖Rsτ

B‖ ≤ ‖Rsl
B‖, from which it follows

that

ετ
2(w; γp, γd) := max{‖Rxτ

N‖, ‖Rsτ
B‖}≤

√
nmax{‖Rxl

N‖∞, ‖Rsl
B‖∞}=

√
nεl∞(w).

We are now ready to prove Theorems 2.9 and 2.13.
Proof of Theorems 2.9 and 2.13. Let C and ḡ(ε0) be the constant defined in (51).

We claim that the PC-TR algorithm started from any w ∈ N (β) generates an iterate
ŵ with a C(ε0)-crossover event occurring between w and ŵ in O(n1.5 log(χ̄A + n +
ε−1
0 )) iteration, of which O(n log(χ̄A + n+ ε−1

0 )/ log ε−1
0 ) are TR-iterations. Since by

Proposition 3.1 there can be at most n(n+ 1)/2 C(ε0)-crossover events, we conclude
that the PC-TR algorithm must ultimately terminate in O(n3.5 log(χ̄A + n + ε−1

0 ))
iterations, of which O(n3 log(χ̄A + n + ε−1

0 )/ log ε−1
0 ) are TR-iterations. Let J =

(J1, . . . ,Jr) denote an AS-partition at w. We split the proof into one of the following
three possible cases: (1) εa2(w) ≥ ε0; (2) gap(J ) ≤ ḡ(ε0); and (3) εa2(w) ≤ ε0 and
gap(J ) ≥ ḡ(ε0). The claim clearly holds for the first two cases due to Lemmas
4.1 and 4.2. Moreover, Lemma 4.3 implies that the claim also holds in the third
case as long as we can show that the quantity (μ+/μ)/εl∞(w) appearing in (54) is
O(
√
n). Indeed, assume that εa∞(w) ≤ ε0 and gap(J ) ≥ ḡ(ε0). Then, the iteration

from w for both the PC-TR algorithm and its variant is a TR-iteration in view of
Lemma 4.6. Then, it follows from Proposition 2.8 and Lemma 4.7 that (μ+/μ)/εl∞(w)
= O(

√
n).

5. Arithmetic complexity for the PC-TR variant. In this section, we will
provide the details of the several claims made on subsection 2.6 and prove the main
result stated in that subsection, namely Theorem 2.14.
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We start by noting that the results stated in subsection 2.6 remain invariant if
elementary row operations are applied to the rows of A. Indeed, the condition that
AΔx(λ) = 0 can be replaced by the condition that Δx(λ) is in the null space of A,
which remains invariant when the elementary row operations are performed on A. In
this section, we will therefore freely perform elementary row operations to bring A to
a more convenient form.

Let w ∈ P++ ×D++ be given. By placing the columns with indices in B ≡ B(w)
before the ones with indices in N ≡ N(w), it is easy to see that there exists a sequence
of elementary row operations which brings A to a matrix of the form(

B E
0 N

)
,(62)

where B ∈ �rb×|B| and N ∈ �rn×|N | are full row rank matrices with rb ≡ rank(AB)
and rn ≡ m− rb. By performing further elementary row operations, we may assume
that A contains an m×m identity matrix, or equivalently, after permuting columns
of A if necessary, the matrices B, N , and E have the form

B = [ B̃ I ], N = [ I Ñ ], E = [ 0 Ẽ ],(63)

and hence, A has the form

A =
(
B̃ I 0 Ẽ

0 0 I Ñ

)
,(64)

where B̃ ∈ �rb×(|B|−rb), Ñ ∈ �rn×(|N |−rn), and Ẽ ∈ �rb×(|N |−rn). Note that, by
abuse of notation, we still denote the above matrix by A.

The following result, which is only used in the proof of Lemma 2.12, strongly uses
the fact that A has the form (64). We observe however that the weaker form (62) of
A is sufficient to establish the other results of subsection 2.6.

Lemma 5.1. For any positive diagonal n × n matrix D, there exists a matrix
W ∈ �|B|×|N | such that E = BW and ‖D−1

B WDN‖ ≤ χ̄AD, where B and E are given
by (63).

Proof. We first prove the result for D = I. In this case, we choose W as

W =
(

0 0
0 Ẽ

)
.

It is easy to see that E = BW and that ‖W‖ = ‖Ẽ‖ ≤ χ̄A, where the last inequality
follows as a consequence of Proposition 2.3(c).

Assume now that D is an arbitrary n × n positive diagonal matrix and let DI

denote the diagonal submatrix of D corresponding to the identity matrix of A. Also,
let Db and Dn denote the diagonal submatrices of DI corresponding to the first |B|
columns and the last |N | columns of the identity matrix of A, respectively. Then, the
matrix given by

Â ≡ D−1
I AD =

(
D−1

b BDB D−1
b EDN

0 D−1
n NDN

)

also contains an m × m identity matrix. Applying the result shown in the first
paragraph of this proof to the matrix Â, we conclude that there exists a matrix
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Ŵ such that ‖Ŵ‖ ≤ χ̄Â = χ̄AD and (D−1
b BDB)Ŵ = D−1

b EDN , or equivalently
B(DBŴD−1

N ) = E. The result now follows by letting W = DBŴD−1
N .

The following lemma establishes some technical results about the direction Δx(λ)
defined in (28). Its proof is based on techniques developed in [23].

Lemma 5.2. Let Δx(·) be the curve defined as in (28) and let Δx′(·) denote its
derivative. Then:

ΔxB(0) ≡ lim
λ→0+

ΔxB(λ) = Δ−2
B BT (BΔ−2

B BT )−1HΔNxN ;(65)

ΔxN (0) ≡ lim
λ→0+

ΔxN (λ) = −Δ−1
N PNΔ−1

N
xN ;(66)

Δx′B(0) ≡ lim
λ→0+

Δx′B(λ) = Δ−2
B BT (BΔ−2

B BT )−1HHT (BΔ−2
B BT )−1HΔNxN ;(67)

where ΔB ≡ Diag{δB}, ΔN ≡ Diag{δN}, H ≡ EΔ−1
N PNΔ−1

N
, and PNΔ−1

N
denote the

projection matrix onto the null space of NΔ−1
N .

Proof. Defining Dλ ≡ Diag{√λ δB, δN}, we can easily see from (28) thatDλΔx(λ)
is the projection of the vector (0, δNxN ) onto the null space of AD−1

λ . Hence, for any
λ > 0 we have

ΔxB(λ) = λ−1Δ−2
B AT

B(AD−2
λ AT )−1ANxN ,(68)

ΔxN (λ) = Δ−2
N AT

N (AD−2
λ AT )−1ANxN − xN .(69)

Using (62) and the definition of Dλ, we have

AD−2
λ AT =

(
B E
0 N

)(
λ−1Δ−2

B 0
0 Δ−2

N

)(
BT 0
ET NT

)

=
(
λ−1BΔ−2

B BT + EΔ−2
N ET EΔ−2

N NT

NΔ−2
N ET NΔ−2

N NT

)

=
(
λ−1RBB +REE REN

RT
EN RNN

)
,

where

RBB ≡ BΔ−2
B BT , RNN ≡ NΔ−2

N NT , REE ≡ EΔ−2
N ET , REN ≡ EΔ−2

N NT .(70)

Using the standard way to compute the inverse of a 2 × 2 block matrix (see, for
example, page 71–72 of [1]), it is easy to verify that

(
AD−2

λ AT
)−1

=
(

Uλ Vλ

V T
λ Zλ

)
,

where

Uλ = (λ−1RBB +REE −RENR
−1
NNR

T
EN )−1,(71)

Vλ = −UλRENR
−1
NN ,(72)

Zλ = (RNN −RT
EN (λ−1RBB +REE)−1REN )−1.(73)

Note that, by (70), we have

REE −RENR
−1
NNR

T
EN = EΔ−1

N (I −Δ−1
N NT (NΔ−2

N NT )−1NΔ−1
N )Δ−1

N ET

= EΔ−1
N PNΔ−1

N
Δ−1

N ET = HHT .
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where we recall H = EΔ−1
N PNΔ−1

N
and PNΔ−1

N
denotes the projection matrix onto the

null space of NΔ−1
N . Hence, by (71), we have

Uλ = (λ−1RBB +HHT )−1 = λ(RBB + λHHT )−1.(74)

Also, by (62) and (72), we have

(
AD−2

λ AT
)−1

AN =
(

UλE + VλN
V T

λ E + ZλN

)
=
(

Uλ(E −RENR
−1
NNN)

−R−1
NNR

T
ENU

T
λ E + ZλN

)
.(75)

Hence, using relations (68), (70), (74), and (75) and the definition of H , we obtain

ΔxB(λ) = λ−1Δ−2
B BTUλ(E −RENR

−1
NNN)xN

= λ−1Δ−2
B BTUλEΔ−1

N

(
I −Δ−1

N NT (NΔ−2
N NT )−1NΔ−1

N

)
ΔNxN

= λ−1Δ−2
B BTUλEΔ−1

N PND−1
N

ΔNxN = Δ−2
B BT (RBB + λHHT )−1HΔNxN ,(76)

from which we can easily see that (65) and (67) hold. Now, using relations (74) and
(73), we easily see that

lim
λ→0+

Uλ = 0, lim
λ→0+

Zλ = R−1
NN .

Relation (66) now follows from the last conclusion and relations (69) and (75).
We need one more technical result before giving the proofs of the results of sub-

section 2.6.
Lemma 5.3. Let G ∈ �p×q and g ∈ �q be given. Then, (GGT )Gg = 0 if and

only if Gg = 0.
Proof. The assumption (GGT )Gg = 0 clearly implies that ‖GTGg‖2 = 0, and

hence that GTGg = 0. Also, the latter condition implies that ‖Gg‖2 = 0, or equiva-
lently, Gg = 0.

We are now ready to prove Lemma 2.10, Lemma 2.12, and Theorem 2.14 stated
in subsection 2.6.

Proof of Lemma 2.10. We first prove statements (a) and (b). The existence
and characterizations of the two limits Δx(0) ≡ limλ→0+ Δx(λ) and Δx′B(0) ≡
limλ→0+ Δx′B(λ) were established in Lemma 5.2. The alternative characterization
given by (30) and (31) of the limit Δx(0) ≡ limλ→0+ Δx(λ) can be easily proved by
showing that ΔxB(0) and ΔxN (0) satisfy the optimality conditions, and hence are op-
timal solutions of (30) and (31), respectively. Now, relation (32) follows immediately
from (29). Moreover, differentiating (29) with respect to λ, we conclude that

ψ′
p(λ) =

[δBΔxB(λ)]T [δBΔx′B(λ)]√
μ‖δBΔxB(λ)‖ =

[δBΔxB(λ)]T [δBΔx′B(λ)]
μψp(λ)

.(77)

Hence, under the the condition that ψp(0) �= 0, the limit ψ′
p(0) ≡ limλ→0+ ψ′

p(λ)
exists and is equal to the right-hand side of (77) with λ = 0.

We now outline the proof of statement (c). Using definition (29) and relation (76)
we conclude that

μψp(λ)2 = xT
NΔNH

T (RBB + λHHT )−1RBB(RBB + λHHT )−1HΔNxN

= xT
NΔNH

TR
−1/2
BB (I + λR

−1/2
BB HHTR

−1/2
BB )−2R

−1/2
BB HΔNxN ,

= ‖(I + λH̃)−1g̃‖2,(78)
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where μ ≡ μ(w), H̃ ≡ R−1/2
BB HHTR

−1/2
BB , and g̃ ≡ R−1/2

BB HΔNxN . The above formula
for ψp(·) allows us to express it in terms of the eigenvalues and eigenvector of the
positive semidefinite matrix H̃, and the resulting expression easily reveals that (i)
H̃g̃ = 0 if and only if ψp(·) is identically constant, and (ii) H̃g̃ �= 0 if and only if
ψp(·) is strictly decreasing and strictly convex over the interval (0,∞). Moreover, if
case (i) occurs, it follows from Lemma 5.3 with G = R

−1/2
BB H and g = ΔNxN that

0 = Gg = R
−1/2
BB HΔNxN , and hence that HΔNxN = 0. In view of (65), this implies

that ΔxB(0) = 0, and hence that ψp(0) = 0. We have thus shown that ψp(·) is indeed
identically zero when case (i) occurs.

We now show statement d). Let 0 < λ1 ≤ λ2 be given. By (78), we have

ψ2
p(λ1)

ψ2
p(λ2)

=
g̃T (λ1H̃ + I)−2g̃

g̃T (λ2H̃ + I)−2g̃
=
uT M̃u

uTu
,

where u ≡ (λ2H̃ + I)−1g̃ and M̃ = (λ2H̃ + I)(λ1H̃ + I)−2(λ2H̃ + I). Using the
fact that 0 < λ1 ≤ λ2, we easily see that the largest eigenvalue of M̃ , and hence
ψ2

p(λ1)/ψ2
p(λ2) is bounded by (λ2/λ1)2.

Proof of Lemma 2.12. First observe that, by (29), (77), and the Cauchy–Schwarz
inequality, we have

|ψ′
p(0)|

ψp(0)
=

∣∣[δBΔxB(0)]T [δBΔx′B(0)]
∣∣

‖δBΔxB(0)‖2 ≤ ‖δBΔx′B(0)‖
‖δBΔxB(0)‖ .(79)

We will now use the formulas developed in Lemma 5.2 to bound the above ratio from
above. Letting ΔB ≡ Diag(δB) and ΔN ≡ Diag(δN ), we have that the matrix H
defined in Lemma 5.2 can be written as

H ≡ EΔ−1
N PNΔ−1

N
= BΔ−1

B (ΔBWΔ−1
N PNΔ−1

N
) = BΔ−1

B M,

where M ≡ ΔBWΔ−1
N PNΔ−1

N
and W is a matrix as in Lemma 5.1. Using this expres-

sion for H and relations (65) and (67), we then obtain

δBΔx′B(0) = Δ−1
B BT (BΔ−2

B BT )−1HHT (BΔ−2
B BT )−1HΔNxN

= Δ−1
B BT (BΔ−2

B BT )−1
(
BΔ−1

B M
) (
MT Δ−1

B BT
)
(BΔ−2

B BT )−1HΔNxN

= [Δ−1
B BT (BΔ−2

B BT )−1BΔ−1
B ](MMT ) [δBΔxB(0)].

Using the fact that the matrix inside the first bracket in the right-hand side of the
above inequality is a projection matrix and Lemma 5.1, we then conclude that

‖δBΔx′B(0)‖
‖δBΔxB(0)‖ ≤ ‖M‖

2 = ‖ΔBWΔ−1
N PND−1

N
‖2 ≤ ‖ΔBWΔ−1

N ‖2

≤ ‖δB(δ0)−1
B ‖2∞‖(Δ0)BW (Δ0)−1

N ‖2‖δ−1
N (δ0)N‖2∞

≤ [χ̄AΔ−1
0

]2‖δB(δ0)−1
B ‖2∞‖δ−1

N (δ0)N‖2∞,(80)

where δ0 ≡ δ(w0) and Δ0 ≡ Diag(δ0). Moreover, using the fact that μ ≤ μ0 together
with Propositions 2.1 and 2.2, we conclude that

‖δB(δ0)−1
B ‖∞ ≤

1 + β

(1 − β)2

√
μ0

μ

∥∥∥∥ s(μ)
s(μ0)

∥∥∥∥
∞
≤ (1 + β)n

(1 − β)2

√
μ0

μ
,(81)
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‖δ−1
N (δ0)N‖∞ ≤ 1 + β

(1 − β)2

√
μ

μ0

∥∥∥∥sN (μ0)
sN (μ)

∥∥∥∥
∞

≤ 1 + β

(1 − β)2

√
μ0

μ

∥∥∥∥ xN (μ)
xN (μ0)

∥∥∥∥
∞
≤ (1 + β)n

(1− β)2

√
μ0

μ
.(82)

Inequality (36) now follows by combining the estimates (79), (80), (81), and (82).
Proof of Theorem 2.14. Recall that our goal is to prove that the arithmetic

complexity of computing a TR direction during a TR-iteration is bounded by (41). It
suffices to examine just the computation of the primal TR direction since the argument
for the dual TR direction is analogous. We have seen in the proof of Lemma 2.10
that ψp(λ) can be expressed as ψp(λ) = ‖(I +λH̃)−1g̃‖/√μ, where H̃ ∈ �|B|×|B| and
g̃ ∈ �|B| can be computed in O(n3) arithmetic operations. It is well known that we
can compute an orthogonal matrix Q such that the matrix T ≡ QT H̃Q is tridiagonal
in O(n3) arithmetic operations. Moreover, using the fact that orthogonal matrices
preserve vector lengths, we easily see that ψp(λ) = ‖(I +λT )−1QT g̃‖/√μ. Hence, for
any fixed λ > 0, the fact that T is tridiagonal implies that ψp(λ) can be computed in
O(n) arithmetic operations. We have thus shown that the arithmetic complexity to
compute a TR direction during a TR iteration is bounded by (41).

6. Conclusion. In this paper, we have developed a predictor-corrector, trust-
region algorithm for linear programming whose iteration-complexity just depends on
χ̄∗

A. The overall arithmetic complexity of the algorithm is not independent of b and/or
c, due to work involved in the computation of the trust region steps. An interesting
and challenging open question is whether the arithmetic complexity of the PC-TR
algorithm, or a variant of it, has an arithmetic complexity that does not depend on b
and c.

Appendix. The objective of this section is to provide a proof of Lemma 2.7.
First, we state a technical result whose proof is given in Lemma 4.4 of Monteiro

and Tsuchiya [14].
Lemma A.1. Let w = (x, y, s) ∈ P++ ×D++ be given and assume that ‖xs −

νe‖ ≤ τν for some constants τ ∈ (0, 1) and ν > 0. Then, (1 − τ/√n)ν ≤ μ(w) ≤
(1 + τ/

√
n)ν and w ∈ N (τ/(1 − τ)).

We are now ready to prove Lemma 2.7.
Proof of Lemma 2.7. Define v(α) ≡ (x+ αΔx)(s+ αΔs) for all α ∈ �. We claim

that

‖v(α)− (1− α)μe‖ ≤ 2β
1 + 2β

(1− α)μ ∀ 0 ≤ α ≤ 1− ᾱ,(83)

where μ ≡ μ(w),

ε2(w) ≡ max{‖RxN‖, ‖RsB‖}, ᾱ ≡
√

1 + β + γ

4γ
ε2(w).(84)

Using this claim, the result can be proved as follows. By Lemma A.1 with w =
w + αΔw, ν = (1 − α)μ and τ = 2β/(1 + 2β), we conclude from the claim that for
any 0 ≤ α ≤ 1− ᾱ, we have w + αΔw ∈ N (2β) and

μ(w + αΔw) ≤
(

1 +
2β√

n(1 + 2β)

)
(1 − α)μ ≤ 2(1− α)μ.(85)

By the definition of ατ , we then conclude that ατ ≥ 1− ᾱ. Setting α = 1− ᾱ in (85)
and using the fact that ατ ≥ 1− ᾱ and μ(w + αΔw) is a decreasing (affine) function
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of α, we obtain

μ(w + ατΔw)
μ(w)

≤
√

1 + β + γ

2γ
ε2(w),

that is, the result holds.
In the remaining part of the proof, we show that (83) holds. It is easy to see that

v(α) − (1− α)μe = (x + αΔx)(s+ αΔs)− (1− α)μe
= (1 − α)(xs− μe) + αh1 + α(1 − α)h2 + α2h3,(86)

where h1, h2, and h3 are vectors in �n defined as(
h1

B

h1
N

)
≡
(

xB(sB + ΔsB)
sN (xN + ΔxN )

)
= μ

(
wBpB

wNpN

)
,(87) (

h2
B

h2
N

)
≡
(

sBΔxB

xNΔsN

)
= μ

(
wBqB
wNqN

)
,(88) (

h3
B

h3
N

)
≡
(

ΔxB(sB + ΔsB)
ΔsN (xN + ΔxN )

)
= μ

(
pBqB
pNqN

)
.(89)

Here, the vectors p, q, and w appearing in the second alternative expressions for h1,
h2, and h3 are defined as(

pB

pN

)
≡
(

RsB(w)
RxN (w)

)
,

(
qB
qN

)
≡
(

ΔBΔxB/
√
μ

Δ−1
N ΔsN/

√
μ

)
, w ≡ x1/2s1/2

√
μ

.

Clearly, in view of (84), (18), and the fact that w ∈ N (β), we have

‖p‖∞ ≤ ε2(w), ‖p‖ ≤
√

2ε2(w), ‖q‖ ≤
√

2γ, ‖w‖∞ ≤
√

1 + β, ‖w‖ =
√
n.(90)

Using (87), (88), (89), and (90), we obtain

‖h1‖ ≤ μ‖w‖∞ ‖p‖ ≤ μ
√

2(1 + β)ε2(w),

‖h2‖ ≤ μ‖w‖∞ ‖q‖ ≤ μ
√

2(1 + β)γ,

‖h3‖ ≤ μ‖p‖∞ ‖q‖ ≤ μ
√

2γε2(w).

Using (86), the triangle inequality for norms, the three estimates above and relations
(84) and (17), we then obtain

‖v(α)− (1− α)μe‖ ≤ (1− α)‖xs− μe‖+ α‖h1‖+ α(1− α)‖h2‖+ α2‖h3‖
≤ (1− α)

(‖xs− μe‖+ ‖h2‖)+ ‖h1‖+ ‖h3‖
≤
[
(1− α)

(
β +

√
2(1 + β) γ

)
+
(√

2(1 + β) +
√

2 γ
)
ε2(w)

]
μ

≤
[
(1− α)

(
β +

√
2(1 + β) γ

)
+ 4
√

2γᾱ
]
μ

≤
[(
β +

√
2(1 + β) γ

)
+ 4
√

2γ
]
(1− α)μ

≤ 2β
1 + 2β

(1 − α)μ,

for all 0 ≤ α ≤ 1− ᾱ.
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