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Abstract—In order to ensure the reliable operation of the
electric power grid, infrastructure with increasing levels of dis-
tributed generation deployment, various entities and subsystems
(e.g., ISOs, distribution utilities, micro-grids) needs a higher level
coordination. Such coordination requires a formal decentralized
control and management architecture that creates mechanisms for
the operation and planning of numerous entities. A key function
in power system operations and planning is the determination
of total transfer capability (TTC), or the maximum amount of
power that can be transferred from a set of source points to a set
of sink points. This paper develops an algorithm for the decentral-
ized computation of TTC through the application of the domain
decomposition method (DDM). DDM decouples the correlation
among interconnected control areas by taking advantage of the
Schur complement matrix to form the power transfer distribution
factor matrix. The decentralized TTC evaluation requires sparse
information exchange among control areas. It is efficient and fully
parallelizable. We demonstrate the decentralized TTC evaluation
method on the IEEE 118-bus test case.

Index Terms—Decentralized control, domain decomposition
method, parallel computing, sensitivity analysis, total transfer
capability.

NOMENCLATURE:

system bus number
system branch number

1 power transfer vector
1 ATC power selling vector
1 ATC power purchasing vector

the PTDF for a specific line with respect to
power transfer
the real power flow on line in per unit
the scale of power transfer in per unit
the line-TTC value of line with respect to
power transfer
the capacity of line in per unit

1 vector consisting of the PTDFs for all
lines in the system
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sensitivity matrix
sensitivity matrix with the slack

bus column removed from
diagonal matrix consisting of line

conductance
incidence matrix of the system with

the slack bus removed
imaginary part of the system admittance
matrix

with the slack bus row and column
removed
a general system solved by the DDM
the number of subsystems in
the right-hand side of the problem
submatrices of system
submatrices of
submatrices of right-hand side
submatrices of , and
submatrices of and
the Schur complement matrix
submatrices of and
submatrices of and

I. INTRODUCTION

T HE electric grid is rapidly growing in complexity and con-
trol requirements. Since the beginnings of the digital com-

puter and SCADA systems, the grid has been controlled using
fundamentally centralized control approaches. However, as the
demand for the deployment of distributed renewable energy
grows, so does the need for the support of more sophisticated en-
ergy management and coordination across boundaries and sub-
systems. By leveraging advances in communication and smart-
grid technologies, decentralized control strategies are seen as
a scalable alternative to address control complexity and to fur-
ther enhance system reliability and provide more flexibility for
both energy providers and consumers through formal interac-
tion mechanisms. ISOs, control area operators, distribution util-
ities, and facilities can acquire more capability for advanced
decision-making after implementing decentralized control and
computation strategies. Under a decentralized framework, en-
tities that are coordinated properly can provide services that
enhance system reliability, such as power reserves and better
utilization of the grid capacity [1]. However, entities that are
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not coordinated properly may make decisions that lead to relia-
bility problems such as dynamic oscillations or cascading fail-
ures. Therefore, we must develop a secure and robust strategy
for decentralized power system control and operation [2].
In electricity markets, both consumers and providers are

entitled to trade electricity regardless of their locations, subject
to the nodal price. To ensure the feasibility of electricity trans-
actions, available transfer capability (ATC) is introduced. ATC
is a measurement of the remaining physical electricity network
capacity for further power transfers over already committed
transactions [3]. Since the introduction of ATC, researchers
have proposed many ATC evaluation methods, which can be
categorized into DC power flow methods and AC power flow
methods. One of the most frequently used DC power flow
methods is power transfer distribution factors (PTDFs) method
[4], which considers the line thermal limits for fast online
ATC evaluation. AC power flow methods, such as continua-
tion power flow method [5], optimal power flow method [6],
and repeated power flow method [7], are slower but take the
influence of reactive power flow and system voltage limits
into consideration [8]. Mathematically, ATC can be derived by
total transfer capability (TTC) minus various commitments and
margins. This paper focuses on the TTC computation, which is
the key element in ATC evaluation. During the TTC computa-
tion process, we consider line thermal limits and branch N-1
contingency constraints.
According to market regulations, entities do not need to dis-

close their network information. Therefore, a decentralized TTC
evaluation method can ensure the feasibility of power transfers
implemented across control areas. In addition, a decentralized
TTC evaluation method will protect the confidentiality of each
entity, which facilitates increased electricity trading while still
maintains power system reliability. In sum, a decentralized TTC
evaluation algorithm has the following potential advantages:
1) Protect information privacy of market participants;
2) Avoid additional investment in building central coordina-

tors, supercomputers or data centers;
3) Promote parallel computing, which is much more compu-

tational efficient than centralized computing;
4) Enable coordination of control areas with different and dis-

tinct models;
5) Exhibit a lower system failure probability.
Researchers have proposed decentralized algorithms for var-

ious power system applications such as decentralized AC power
flow [9], decentralized frequency control [2], and decentralized
unit commitment [10]. However, the decentralized evaluation
of TTC has not been the focus of recent studies. The major bar-
rier for decentralized TTC evaluation is being able to decouple
the correlations among control areas in the power system. That
is, every power transfer has global influences, and must be an-
alyzed and coordinated from a global point of view [11]. The
physical correlation among control areas can also be mathemat-
ically interpreted as solving the inverse of system power flow
Jacobian or its approximation by the reduced admittance matrix
as a necessary step of TTC computation. The system admittance
matrix consists of information blocks from all control areas.
Under the decentralized control framework, the entire system
admittance matrix will not be known. As a result, it is very dif-

ficult to solve the inverse of the admittance matrix in a decen-
tralized manner.
To decentralize the TTC evaluation, researchers have pro-

posed several approaches, which can be categorized into two
categories. The first category introduces a two-level structure
where a mega control system is built on top of the current
control areas [12]. The mega system has the whole system in-
formation and is responsible to all computation that requires
this information. Although the two-level structure protects the
privacy of control areas by preventing direct information ex-
change among them, building such a mega system requires
heavy investment on communication and computation infra-
structure. The second category decentralizes the TTC com-
putation by creating multiple area-level TTC problems where
centralized TTC algorithm can be applied. The area-level TTC
problem is formulated by decomposing the system into several
area-level subsystems. To complete the topology of each sub-
system, various system equivalents are added at the boundary
buses. The adopted network equivalents include REI-equiva-
lents [13], Kron reduction equivalents [14] and some fictitious
nodes [15]. Although these methods do not require a mega
system, the additional network equivalents and iterative pro-
cesses slow down the algorithm and affect the accuracy of the
result.
Compared with the above mentioned approaches, instead of

finding a work-around of the centralized nature of TTC, this
paper chooses to attack the problem directly by mathematically
decentralizing the TTC evaluation algorithm itself using the do-
main decomposition method (DDM). The new algorithm can
solve the inverse of the system admittance matrix in a decen-
tralized manner without forming the complete admittance ma-
trix. As a result, the new algorithm does not require building
any mega system or making any system equivalents. The DDM-
based algorithm can identify the least amount of information
that needs to be shared among control areas which both allows
an effective evaluation of TTC and protects the information pri-
vacy of each control area.
[16] is one of the first to explore the possibility of applying

DDM to power system simulations, showing that DDM could
be used as a preconditioner to improve computational efficiency
in simulations of large synthetic circuit networks with millions
of nodes. However, large realistic power systems usually only
have about nodes. Instead of studying the computational
efficiency as in [16], this paper mainly focuses on the applica-
tion of the DDM in decentralized power system control strate-
gies. The TTC evaluation is fully parallelized through the DDM
and further simplified by adopting a specific bus and branch re-
ordering rule which considers the specific topological structure
of a real power system. Compared with the centralized method,
the proposed method can obtain the same results with higher
computational efficiency in a decentralized manner.
The remainder of this paper is structured as follows:

Section II discusses both the centralized and decentralized
linear TTC evaluation methods, and Section III introduces the
DDM as a decentralized control strategy for TTC evaluation.
Section IV explains the DDM-based TTC evaluation method in
detail through the IEEE 118-bus test case. Section V provides
test results of the proposed algorithm and studies the effects



This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination.

ZHANG AND GRIJALVA: DECENTRALIZED TOTAL TRANSFER CAPABILITY EVALUATION USING DOMAIN DECOMPOSITION METHODS 3

of system decomposition plans on computational efficiency.
Section VI concludes the paper and discusses potential applica-
tions of the DDM in other decentralized power system control
functions.

II. TTC EVALUATION

A. Centralized TTC Evaluation
Let us first explore the centralized determination of TTC. A

centralized linear TTC evaluation process implements power
transfer distribution factors (PTDFs) to measure the sensitivity
of the power flow on each transmission line with respect to a
power transfer. For an -bus, -branch system, power transfer
as a vector is defined in (1).

(1)

Then the PTDF for a specific line with respect to a power
transfer is defined in (2).

(2)

As a result, the line TTC of line can be calculated using (3),

(3)

Finally, the global TTC value is determined by identifying the
first line that hits its thermal limit.
The core for the TTC evaluation process described above is

the computation of the PTDFs for all transmission lines or, in the
matrix form, the PTDF vector ( ). For a power system with
buses and branches, the PTDF vector can be derived using the
sensitivity matrix through (4) and (5) [17].

(4)
(5)

B. Decentralized TTC Evaluation
In a decentralized TTC evaluation algorithm, each control

area has limited information about its neighbors. Each area per-
forms area TTC analysis within its border and contributes to the
global TTC result.
According to (4) and (5), if we assume the power transfer

is known, solving the PTDFs is equivalent to solving the sensi-
tivity matrix . Once is known, each control area can com-
pute the line TTC using (3) independently and derive the area
TTC, which is the minimum value of line TTC. The global TTC
value is determined by the minimum area TTC. We can formu-
late the decentralized TTC evaluation problem as a problem of
solving the sensitivity matrix in a decentralized manner.
To simplify (5), let us designate

(6)
(7)
(8)

Then, the computation of is equivalent to solving the fol-
lowing system (9) for .

(9)

According to (7), solving (9) in a decentralized manner is
not easy, because it requires us to compute the inverse of the
system admittance matrix , which consists of information
blocks from all control areas. In the next section, we show the
DDM-based algorithm can solve the system (9) without forming
the complete matrix.

III. DOMAIN DECOMPOSITION METHOD

DDM is an algorithm originally developed for structural en-
gineering based on the philosophy of divide-and-conquer [18].
Recently, due to the continuous development of modern multi-
processor computing technology, researchers have proven that
the DDM is very effective at solving various problems in large
systems written in form of (10).

(10)

To apply the DDM, we must decompose the studied system
into several subsystems. For a given interconnected system,

let's assume that the network could be decomposed into sub-
systems. After reordering, we can rewrite the system (10) into
(11) and solve for and [18]:

(11)

where

. . .
...

... and ...

The DDM solves the system (11) in a decentralized manner
through five standard steps:

ALGORITHM: Domain Decomposition Method

1. Solve , and for and , respectively
2. Compute
3. Compute
4. Solve for
5. Compute for

Equation (10)–(11) shows that the DDM rewrites the system
as a new matrix in block form. is called Schur comple-

ment matrix. Compared with solving the inverse of directly,
the DDM solves the inverse of (a block diagonal matrix) and
(with a much lower dimension), which is substantially easier.

Although the DDM has great potential for enhancing computing
efficiency [16], this paper emphasizes its decentralized com-
puting property.

IV. APPLICATION OF THE DDM TO DISTRIBUTED
TTC EVALUATION

To illustrate how DDM is applied to the TTC evaluation, we
adopt the IEEE 118-bus test case. The test case consists of 118
buses and 186 branches.

A. System Decomposition and Reordering
Before the application of the DDM, all studied systems must

first go through the process of decomposition and reordering.
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Fig. 1. IEEE 118 Case System Decomposition Results [14].

TABLE I
IEEE 118-BUS SYSTEM DECOMPOSITION.

Researchers have developed three basic types of system decom-
position methods: vertex-based, edge-based, and element-based
decomposition [18]. In power system analysis, because all buses
are assigned to their corresponding control areas and all control
areas are connected through a few tie lines, vertex-based par-
tition is ideal. Thus, we decompose the IEEE 118-bus system
into three control areas using vertex-based partition method ac-
cording to Table I. Several tie lines connect each control area to
its neighbors, shown in Fig. 1.
After system decomposition, we need to reorder the bus and

branch IDs in order to write the system in the block matrix form
as shown in (11). To begin with, we rank the control areas in an
arbitrary order, such as A, B, C, and so on. During the reordering
process, all buses and branches are ranked according to their
corresponding control area. Buses and branches belong to the
same control area are always ranked consecutively. Then, we
further classify all buses into two categories: internal buses and
boundary buses, and all branches into internal branches and tie
lines. Fig. 1 shows that the decomposition of the IEEE 118-bus
test case results in 14 boundary buses and 8 tie lines in total. We
rank internal buses before boundary buses and internal branches
before tie lines.
In the 118-bus case example, after reordering the 118 buses

and 186 branches, we will have the matrix of and in (9)
following a specific form as shown in Figs. 2 and 3. Matrix
follows the exact block matrix pattern as in (11). However,
unlike the general system , in power system , we can further
show that the gray sub-blocks in and are empty because
internal buses can only be connected to the boundary buses in
the same control area, shown in Fig. 2. This special pattern of
the and block matrices in power system plays a vital role
in the parallel application of the DDM. Block in represents
that the boundary buses are connected with each other through
a series of tie lines.
Fig. 3 illustrates the structure of the right-hand side matrix

in (9). Compared with (11), which only has a single right-hand

Fig. 2. Matrix Structure and Bud ID Reordering Results.

Fig. 3. Right-hand sides Structure and Branch ID Reordering Results.

side in , (9) has multiple right-hand sides. Every row in the
right-hand side matrix stands for a bus in the system, and
every column in corresponds to a branch which connects two
buses. According to the characteristics of the real power system
topology, is a block diagonal matrix. is empty because
tie lines only connect boundary buses. If we do not reorder the
bus and branch IDs according to the rules mentioned above, we
cannot rewrite the system equation suitable for the DDM. That
is, we will not have , and matrices in (11) written in the
diagonal-block form.
In a decentralized TTC computation algorithm, each control

area only possesses its own network information. In this paper,
we emphasis the possession of the network information with
different colors: red blocks stand for information possessed by
control area A; green blocks for control area B, blue blocks for
control area C, and purple blocks for tie line information as-
sumed to be available by all control areas.

B. Sensitivity Matrix Computation Using the DDM
After system decomposition and element ID reordering, the

DDM can be applied to compute the sensitivity matrix by
solving (9) in a decentralized manner. Similar to the standard
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Fig. 4. Structure of Matrix .

DDM algorithm shown in Section III, the sensitivity matrix
computation consists of five steps.

Step 1: Solve and for and :
According to Fig. 2, where

(12)
(13)

we immediately get

(14)

where , , 2, 3. Similarly, if we ignore the
empty matrix in Fig. 3, we can get

(15)

where , , 2, 3.
Since we can reuse the LU decomposition of when solving
and , in practice, we usually solve the two systems simulta-

neously [16]. Step 1 is fully parallelizable for each control area,
because no neighboring control area information is involved in
the process.

Step 2: Compute :
According to Figs. 2 and 3 where

(16)
(17)

we can immediately obtain , where
, , 2, 3. The structure of is shown in

Fig. 4. Similar to step 1, step 2 is also fully parallelizable.

Step 3: Compute :
According to [18], is the Schur complement matrix asso-

ciated with . In a power system, the size of the Schur com-
plement matrix is determined by the total number of boundary
buses in all control areas. To solve in parallel in the
step 4, control areas must share some information to form the
Schur complement matrix. In the 118-bus test case, the Schur
complement matrix is shown in Fig. 5. Since block matrix
(tie line information in Fig. 2) is known to all control areas, the
information that requires sharing is , and , all
of which are very small square matrices (4 4, 5 5 & 5 5)
that can be computed within each control area independently.

Step 4: Solve :
When the Schur complement matrix is ready, according to the

structure of , can be solved in parallel, shown in Fig. 6.

Step 5: Compute :
To compute in parallel, control areas must share be-

fore solving . Let . According to the structures

Fig. 5. Schur Complement Matrix .

Fig. 6. Matrix Structure.

Fig. 7. Sensitivity Matrix Computing Flow Chart.

Fig. 8. Sensitivity Matrix .

of and , we further simplify the matrix product of by
rewriting the matrix in Fig. 6 as .
Fig. 7 shows how the matrix product is computed
in parallel. Once is known, can be computed through

, which is also fully parallelizable.
Finally, the sensitivity matrix . By

adding the slack bus (add one zero column) to , we obtain
the sensitivity matrix , shown in Fig. 8.
Each row of represents the sensitivity information of a

specific branch. Since we solve in a decentralized manner,
each control area only knows a part of the matrix, except tie
line sensitivities which are known by all control areas. This is
indicated by different color blocks in Fig. 8. Control areas will
use the sensitivity matrix to form branch PTDFs and then
calculate line TTC and area TTC.
One of the major contributions of this paper is decen-

tralization of the sensitivity matrix calculation using DDM.
Fig. 9 shows how DDM is implemented to compute the ma-
trix for an interconnected system consisting of control areas.
To simplify the algorithm, we marked the entire computation
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Fig. 9. The Computation of Sensitivity Matrix .

Fig. 10. Multi-area Coordination for Decentralized TTC Computation.

process with 5 steps correspond to the 5-step algorithm of the
standard DDM shown in Section III.
To illustrate the information flow among control areas, we di-

vided the algorithm into two parallel stages with an information
exchange stage. During the parallel stages, there is no informa-
tion exchange among control areas. However, during informa-
tion exchange stage, two pieces of information ( and )
must be shared in order to form the Schur complement matrix
and compute . As mentioned in step 3 and step 5, both
and are of very small sizes compared with the whole system
matrix .

C. Global TTC Evaluation Coordination and Computational
Compatibility

Since the TTC evaluation requires some information ex-
change among control areas, certain coordination is necessary.
Such coordination is shown in Fig. 10, where the flow chart of
TTC evaluation is demonstrated.
Because the DDM seeks to mathematically decentralize the

TTC computation, the problem formulation of the DDM-based
TTC evaluation is no different than traditional TTC problem for-
mulation except the TTC value is computed in a decentralized
manner. Fig. 10 shows how multiple control areas coordinate
to compute the global TTC value, where solving the sensitivity
matrix is the first step. Once the sensitivity matrix is known,

TABLE II
IEEE 118-BUS SYSTEM LINE CAPACITY.

each control area could calculate the area TTC value through
(3). The global TTC is the minimum value of area TTC. More-
over, by definition, the sensitivity matrix is subject to system
topology changes. As a result, the sensitivity matrix needs
update whenever the system topology changes.
According to Figs. 9 and 10, we can summarize all the ex-

changed information among control areas:
(i) Power transaction information
(ii) Matrix product and
(iii) Area TTC value
Compared with other decentralized TTC evaluation algo-

rithms, the DDM-based algorithm does not require sensitive
information exchange among control areas. Even the shared
matrix product and matrix cannot be extrapolated
by others to derive internal sensitive information of the control
area. As a result, the proposed algorithm perfectly protects the
information privacy of all involved entities.
Another advantage of the proposed DDM-based algorithm is

its compatibility with other computational methods that exploit
the power system sparsity, including direct methods such
as Gaussian elimination, LU decomposition, and Cholesky
factorization as well as iterative methods such as generalized
minimal residual method (GMRES), minimum residual method
(MINRES) and conjugate gradient method (CG). This is be-
cause in the DDM the block matrices generated by system
decomposition such as , , , , and remain sparse,
and square matrices such as bear the same symmetric or
positive definite properties as the original matrix . As a
result, the proposed algorithm is compatible with other sparse
computational methods.

V. TEST RESULTS

A. IEEE 118 Case
Since the original IEEE 118-bus test case does not include

transmission line capacities, we modified the system by adding
them (see Table II). After modification, the test case is verified
to be N-1 secure, which indicates that the system admittance
matrix is always invertible.

B. DDM-Based TTC Evaluation Method
We implemented both the traditional centralized and

DDM-based decentralized algorithms to calculate TTC for
the IEEE 118-bus test case. N-1 contingency constraint is en-
forced. Table III shows the two algorithms yield the same TTC
evaluation result. This verifies the accuracy of the DDM-based
algorithm.
We also compare the computational efficiency of the two TTC

evaluation algorithms by recording their computation time. In
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TABLE III
TTC CALCULATION RESULTS CONSIDERING N-1 CONTINGENCIES (MW).

TABLE IV
SENSITIVITY MATRIX CALCULATION EFFICIENCY COMPARISON.

Table IV, columns “DDM” and “Cent” stand for the total com-
putation time of using the DDM-based algorithm and the
centralized algorithm, respectively. System component failures
are not considered in the efficiency evaluation. In Table IV, the
computation time for each of the five steps in the DDM-based
algorithm is shown for all three control areas. We assume that
tie-line information is known by all control areas, so they could
share the tie line computing burden in step 4 and step 5. Due
to parallel computing, the total computation time of the DDM-
based method is the sum of the parallel stages I and II, shown in
Fig. 9. The computation time for both parallel stage I and II is
determined by the longest computation time among all control
areas. Under the system decomposition plan shown in Table I,
control area C is the slowest among all control areas, so it be-
comes a bottleneck that determines the overall computational
efficiency of the algorithm.
Researchers and engineers typically use the DDM to solve

large systems with millions of variables in which direct methods
such as LU factorization or iterative methods such as general-
ized minimal residual method (GMRES) are ineffective. That
is, they use the DDM only to improve computational efficiency.
However, in power system analysis, the size of a system is rel-
atively small (around ). As a result, apart from im-
proving computational efficiency, more importantly, the DDM
allows decentralized control and parallelized computation in
power industry. In Table IV, if all computations from all con-
trol areas are performed by one processor, the DDM-based algo-
rithm could be slower than the centralized algorithm. However,
if we allocate the computational burden of the DDM to multiple
processors among control areas through parallel computing, the
computation time of the DDM-based algorithm becomes shorter
than that of the centralized method, even in small power sys-
tems. Given that each control area already has its own com-
puting capability, we conclude that the decentralized method
outperforms the centralized method in both parallel computing
capability and computational efficiency.

Fig. 11. Computation Time for Each Step Among All Control Areas.

TABLE V
IEEE 118-BUS SYSTEM DECOMPOSITION PLAN II.

TABLE VI
IEEE 118-BUS SYSTEM DECOMPOSITION PLAN III.

Fig. 11 shows that the computational burden among control
areas is not allocated evenly under the current system decompo-
sition plan, in which area C is a bottleneck in efficiency. Thus,
a better system decomposition plan that allocates the computa-
tional burden more evenly among control areas will enable the
DDM to achieve higher overall efficiency. The next section fur-
ther examines the influences of system decomposition plan on
the efficiency of the DDM-based algorithm.

C. Further Examination of System Decomposition
Power system decomposition is a conventional problem that

has been studied by many power system engineers and mathe-
maticians. The most commonly used power system decomposi-
tion methods include Lagrangian-based method [19], optimality
condition decomposition method [20], [21] and electrical dis-
tance based method [22]. However, none of these existing de-
composition methods are optimized for the DDM-based TTC
evaluation. As a result, the TTC performance of these decom-
position methods [10], [21], [23] varies from case to case, and it
is very difficult to conclude whether one method is consistently
better than the other.
Although there is no existing optimized decomposition

method for the DDM-based TTC evaluation, there are two key
characteristics which determine the goodness of a system de-
composition. We illustrate the two key characteristics through
three distinct system decomposition examples. Plan I decom-
poses the system into three control areas according to Table I,
and plans II and III decompose the system into four control
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TABLE VII
SYSTEM DECOMPOSITION PLANS COMPARISON.

 14 x 14

26 x 26

39 x 39

Fig. 12. Computation time for Each Step Among All Control Areas.

areas according to Tables V and VI. Table VII shows the bus
and tie line information of all control areas under the three
system decomposition plans.
Comparing plans I, II, and III, we can see that an increased

number of control areas will usually lead to more boundary
buses and more tie lines. We can also see that when the num-
bers of control areas are the same in both plans II and III, a good
decomposition plan will result in smaller numbers of boundary
buses and tie lines. Since the number of boundary buses de-
termines the size of the Schur complement matrix, the fewer
boundary buses there are, the more efficient the algorithm will
be.
Table VIII shows the computation time of the three system

decomposition plans. Fig. 12 provides a comparison of the av-
erage area computation time of each step for the three system
decomposition plans.
According to Table VIII, plan II outperforms the other two

plans in computational efficiency. As the number of the control
area increases, the computational burden for each sub-system
decreases. Thus, steps 1 and 5 will take considerably less time,
which explains why plan II outperforms plan I. On the other
hand, an increased number of control areas will lead to an in-
creased number of boundary buses which further increases the
size of the Schur complement matrix. Fig. 13 shows the Schur
complement matrices and their non-zero elements for all three
decomposition plans respectively. Compared to other system
block matrices , the Schur complement matrix is usually
much denser and more expensive to solve. As a result, when
Schur complement matrix becomes too large, solving
in step 4 becomes very time consuming and inefficient, which
explains why plan III experiences an extensive computation
time on step 4.
The overall efficiency of the DDM-based TTC evaluation

algorithm relies on how the system is decomposed. Although

TABLE VIII
COMPARISONS OF COMPUTING EFFICIENCIES (MS).

Fig. 13. Schur Complement Matrices for Plans I, II, and III, Respectively. (a)
Schur Complement Matrix for Plan I. (b) Schur Complement Matrix for Plan
II. (c) Schur Complement Matrix for Plan III.

there is no existing decomposition method for our specific pur-
pose, an efficient decomposition plan should follow two key
rules:
(i) The system decomposition plan must balance the number

of control areas and the number of boundary buses. If
the number of control areas is fixed, an efficient plan has
fewer boundary buses.

(ii) The system decomposition plan must balance the sizes
of the control areas. In other words, the bus and branch
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numbers of a control area should be proportional to its
computational capability.

VI. CONCLUSION

In this paper, we proposed a novel algorithm to decentralize
the power system TTC evaluation process using the DDM. Un-
like other decentralized algorithms examined, the proposed al-
gorithm attacks the problem mathematically by decentralizing
the TTC matrix computation itself. The DDM-based algorithm
can obtain the same numerical results as the centralized method
with less computation time.
Since the DDM mathematically decouples the correlations

among control areas when inversing the system matrix, we can
easily implement the DDM to decentralize many other power
system applications [24] such as contingency analysis, real-time
security-constrained dispatch, day-ahead security-constrained
unit commitment, state estimation, and AC power flow anal-
ysis. In the future, an optimized system decomposition method
will further enhance the computational efficiency of the decen-
tralized TTC evaluation algorithm.
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